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 A fake news ecosystem is akin to a marketplace where content generators and users exchange 

content like sellers and buyers. The popularity of a product in this marketplace is influenced by 
rhetorical features (ethos, pathos, and logos), topic categories (hard news, soft news, and 
general news), and design motivations (political intent, fun, etc.). Therefore, the determinants of 
the popularity of fake news should be contextualized better to understand the spreading 
patterns. First, we obtained a sample from a fact-checking organization (n=439). Then, we 
categorized tweets based on their topics and design motivation by using biaxial content analysis. 
Next, we proposed a rhetorical framework to organize the tweet-related indicators to develop 
the content’s systematic characterization. Finally, we examined both the primary and interaction 
effects of topics, design motivations, and organized rhetorical features of tweets on popularity 
through a negative binomial regression. The main results revealed a positive relationship 
between logos-related features (i.e., the number of followers) and the popularity of the fake 
tweets. In addition, an exciting interaction effect indicated that fake tweets designed with 
political intent are nearly five times less retweeted when they contain hashtags. The research 
and practical implications and future directions were also discussed. 

Keywords: fake news, rhetorical framework, content analysis, negative binomial regression, 
social media 

INTRODUCTION 

Fake news is defined as “fabricated information that mimics news media content in form but not in 
organizational process or intent” (Lazer et al., 2018, p. 1094). It includes three basic forms of information 
disorder: misinformation, disinformation, and mal-information. These disorders are often distinguished by 
the degree to which fake news is based on facts and whether it was created intentionally (Wardle & 
Derakhshan, 2017). Regardless of the type, it has lately become a modern plague by spreading through online 
communication channels at an unprecedented pace, often causing catastrophic consequences across the 
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world (Chew & Eysenbach, 2010; Lazer et al., 2018; Murungi et al., 2018; Pennycook et al., 2020; Vosoughi et 
al., 2018). Recently, infuriated by the claimed fraud in the latest U.S. presidential election, thousands stormed 
Capitol Hill on January 6, 2021, intending to halt Joe Biden’s inauguration as U.S. president (West, 2021). The 
insurrection left behind five casualties (Wise, 2021) and resulted in an impeachment trial of Trump where he 
stood accused of inciting an insurrection by spreading false claims about the legitimacy of the U.S. presidential 
election (Levine & Gambino, 2021). Evident from the story, fake news exacerbates political polarization across 
society and thus undermines democracy. 

Moreover, these tragic events were prevalent but, unfortunately, not limited to the political domain. 
During the COVID-19 pandemic, the accompanying flood of fake news has also led to irreversible damage to 
public health. Someone died from ingesting a fish-tank cleaning product upon reading fake news, which 
claimed its benefits in curing COVID-19 (Mercier, 2020). All these similar events underline the fact that fake 
news severely impairs society’s functioning in various domains. Therefore, combatting fake news requires a 
contextual understanding of the factors influencing the spreading patterns of fake news in different domains. 

Social networking sites have become the primary news source in many countries across the world. A 
recent study revealed that nearly half of the population of the following countries prefer to get their daily 
news from social media: South Korea (57%), Lebanon (52%), Argentina (51%), Vietnam (48%), and Turkey (45%) 
(Mitchell et al., 2018). Unfortunately, the volume of fake news traversing these popular news channels has 
largely scaled up (Ipsos Public Affairs, 2019). More concerning is the users’ indifferent attitudes towards being 
exposed to an increasing volume of fake news (Mitchell et al., 2019). A recent report indicated that although 
more than half of the U.S. online users stated that fake news is a more severe issue than terrorism, drug 
addiction, or racism (Mitchell et al., 2019), 23% have shared fake news (Barthel et al., 2016). Even worse, 51% 
said they sometimes created their own fake news (Mitchell et al., 2019). These results suggest the peril of an 
exponentially growing effect of fake news given the increasing number of users across social media platforms. 
Therefore, how and why the users engage with the fake content remain the key issues in the combat against 
fake news.  

The other primary actor in the fake news ecosystem, fake news generators, act upon various motivations 
such as political intention, fun, and financial gain (Meel & Vishwakarma, 2019; Zannettou et al., 2019). These 
motivations often manifest themselves in design characteristics and are often used to spot fake news (Enoch 
Pratt Free Library, n.d.). For instance, the content is expected to be shockingly speculative and vitriolic in 
political motivation. However, the same is not valid if the motivation is financial profit. The aim here is to 
increase the number of sharers by creating fake news that appeals to the public. Nevertheless, there is an 
additional factor that heavily influences fake news’s popularity amongst social media users: topic. Having 
noticed differential trajectories that content popularity follows in different topic categories (e.g., politics, 
health, celebrities) (Vosoughi et al., 2018), fake news generators differentiate their products to garner the 
highest audience. While subjective content appealing to emotions may increase the “velocity” of fake news 
(Vasu et al., 2018, p. 4) in the politics across homophilous networks (Mihailidis & Viotty, 2017), in the category 
of health and technology, a neutral polysemous content may be interpreted as more logical. It thus becomes 
more likely to be shared by the users. Unfortunately, extant literature failed to emphasize how the design 
motivation and topics contribute to fake news popularity, except in a couple of studies (e.g., Vosoughi et al., 
2018). The current study fills this gap by examining the individual and interaction effects of design motivation 
and topic on fake news popularity.  

This study used a fake news marketplace analogy. We considered users and fake news generators as 
having a seller-buyer relationship. Sellers (content generators) design their products (fake content) and 
advertise them to buyers (users) through social media platforms in this marketplace. These sellers are driven 
by specific motivations and adjust their content to various topic categories. On the other hand, buyers decide 
whether to engage with these products based on the perceived level of congruence between their existing 
beliefs/attitudes or enjoyment. In this market, the survival chance of fake content heavily depends on the 
transmission rate. Identifying the unique characteristics of surviving fake news in different design motivations 
and topic categories constitutes the focal point of our study. We took a novel contextualized rhetorical 
approach to extract these characteristics. We tested our proposed fake news marketplace analogy on one of 
the most popular social media platforms: Twitter. We categorized fake tweets based on their topics and 
presumed design motivation by using biaxial content analysis in the first step. Next, we extracted tweet-
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related features based on a rhetorical framework. Last, we examined the effects of these extracted features 
on fake tweets’ popularity across the identified topic and motivation categories using negative binomial 
regression models. The practical and the methodological contributions of this study can be summarized as 
follows: 

• Our contextualized rhetorical approach can mainly serve as (1) a framework for the characterization of 
fake news, (2) a guideline for automated fake news detection efforts across various topic categories 
and design motivations, and (3) an enhancement to social media literacy programs.  

• We propose a mixed-method approach where we use an exploratory sequential design that combines 
qualitative and quantitative methods. The biaxial qualitative content analysis enables systematical 
coding and categorization of the tweets. We also quantify the tweet content by using sentiment 
analysis. We then use the outputs of these analyses in our negative binomial regression as inputs. This 
methodological approach can also be extended to research that uses textual data on other domains. 

The rest of the paper is organized as follows: Section Literature Review briefly discusses the relevant 
literature on the fake news ecosystem and understanding fake news from a rhetorical perspective. This 
section is followed up by the description of the sample and employed methodology in Section Methodology. 
Section Results presents the descriptive statistics and the result of the negative binomial regression. Finally, 
Section Discussion discusses the results in the context of the previous literature, and Section Conclusion 
provides concluding remarks along with the practical implications and future research directions.  

LITERATURE REVIEW 

Fake News Ecosystem 

A fake news ecosystem refers to an online environment whereby users, who have different motivations 
and seek entertainment through interaction with others, reciprocate by creating and spreading fake news 
across different domains (Kim et al., 2019). Research has addressed many user-related factors that facilitate 
the spread of fake news. First and foremost, users are not likely to probe the news that is aligned with their 
existing beliefs and values due to confirmation bias (Kim et al., 2019; Lazer et al., 2018; Torres et al., 2018; 
Vasu et al., 2018). This is because they generally cannot resist psychological pleasure from engaging with this 
ideologically compatible news (Allcott & Gentzkow, 2017; Bakshy et al., 2015; Spohr, 2017). The second reason 
is the users’ reluctance to alter their attitudes in favor of a conflicting view, even after the fake news has been 
debunked (Marwick, 2018). These users deliberately ignore supporting evidence to avoid the mental 
discomfort incurred from acknowledging the opposing view’s rightness. Even worse, it may lead to a backfire 
effect where users become even more motivated to share fake news when the evidence is indisputably 
presented (Flynn et al., 2017; Nyhan & Reifler, 2010; Pennycook et al., 2020) or to a reduction of overall news 
consumption (Mitchell et al., 2019). Last, users do not use social media platforms to inform others. Instead, 
they share to signal their identities, values, and norms (Allcott & Gentzkow, 2017; Marwick, 2018; Pennycook 
et al., 2020).  

Noticing the commonalities in what most grabs users’ attention on social media, the content generators 
structure their content in a way that attracts the utmost interaction with other users (Menninghaus et al., 
2016; Mihailidis & Viotty, 2017), hence securing higher financial returns (Enoch Pratt Free Library, n.d.; 
Tambini, 2017). In that sense, fake content circulating amongst social media users can be viewed as a digital 
meme, the smallest unit of cultural transmission and imitation (Dawkins, 2016). From this perspective, the 
chance of survival is directly dependent on its transmission rate (i.e., popularity amongst users). This survival-
centric interpretation is plausible given that only a tiny proportion of tweets can achieve a high level of 
popularity (i.e., transmission rate), indicated by retweets count, likes, and replies (Burkhardt, 2017). If content 
finds its way to a sufficient number of users who share it without detecting it as fake, it will go viral in just a 
few seconds (Hamidian & Diab, 2019; Jin et al., 2017; Papanastasiou, 2020). This is the ultimate motivation of 
the generators in creating fake news. 

The probability of fake content being viral also varies with the topic category of the content. While the 
spread of fake political news is accelerated by echo chambers in social media (Mihailidis & Viotty, 2017), this 
may not be the case for fake news in the category of technology. As a matter of fact, users’ criteria to construct 
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source credibility can change (Hilligoss & Rieh, 2008). Although previous research examined the differences 
between spreading patterns of fake news in various categories (e.g., Vosoughi et al., 2018), it failed to identify 
the content-related factors accounting for the variability of popularity levels. Therefore, we need to 
understand how generators’ structure and differentiate their tweets to attain the highest possible popularity 
in each category.  

In sum, past research has well established why users do not stop engaging with fake news. However, the 
degree to which content-related factors affect the popularity of fake news remains underexplored in the 
extant literature. Past research has mastered explaining social media users’ political behaviors through the 
psychological phenomena mentioned above; however, studies that adopt a contextualized approach to 
explain online user behaviors in different topic categories are lacking. For instance, confirmation bias can 
explain why users continuously endorse ideologically aligned political fake news. However, it may not explain 
why the same user shares fake news in the science category. Therefore, the research should lend itself to 
discovering the topic-related factors that users consider in their engagement decisions. 

Understanding Fake News from a Rhetorical Perspective 

Like his many other writings, Aristotle’s Rhetoric has a substantial impact on the whole field of rhetoric as 
an art. Mainly focusing on the speaker’s ability to find the persuasive in every given case (Rapp,2010), Aristotle 
grouped the means of rhetoric under what we now call the rhetorical triangle: ethos, pathos, and logos. While 
the first component concerns the speaker’s identity, the second is more about the nature of the audience and 
how to mobilize them, mainly through the arousal of emotions. The last component is directly related to the 
message itself a speaker attempts to communicate to an audience (Grant, 2019). The research has shown that 
this triangular formulation may cater to fake news research by systematically evaluating the contents (e.g., 
Burkhardt, 2017, Murungi et al., 2018). A possible mapping between the rhetorical triangle and the elements 
of a fake tweet matches the ethos with the credibility of the source who posted the fake tweets first, pathos 
with the emotional elements embedded in the tweet to receive reactions from other users, and logos with 
the content itself. This rhetorical approach thus provides a viable way to analyze fake tweets. 

Ethos 

The credibility of sources may influence the effect range of fake news. For example, suppose the source is 
a popular Twitter user with tens of thousands of followers. In that case, the range exponentially grows through 
the followers who do not doubt the post’s authenticity shared by someone they think is trustworthy and 
competent (Fritch & Cromwell, 2002). The personal influence theory posits that any media message is 
mediated by opinion leaders (Katz & Lazarsfeld, 1966). The same effect applies to social media with a minor 
substitution of opinion leaders with influencers in social media terminology. We can, therefore, assert a strong 
role for ethos in the spread of fake news. The research has identified many user-related indicators that can 
relate to ethos: number of followers, number of followings, number of tweets, number of favorites, and 
whether the account is verified or not (Alrubaian et al., 2018; Indu & Thampi, 2019; Jin et al., 2017). For 
example, a significant number of followers indicates the effect range of a particular user since it is the size of 
the audience who would see this user’s post on their feeds (Burkhardt, 2017). 

Pathos 

Considering the nature of the “emotion-based” fake news market (Rochlin, 2017, p. 386], we can cast an 
important role for pathos that addresses emotional bonds with audiences for effectively communicating a 
message. Arousal of emotions and an emphasis on common beliefs and values are central themes of pathos. 
Its existence often manifests itself in demagogic statements with extreme polarities in tweets (Dochoff & Hays, 
2017; Grant, 2019). Prosodic tools such as emoticons are also common to reinforce the emotions and opinions 
embedded in the message (Lohmann et al., 2017). This component is particularly emphasized in political 
messages where the political figure seeks to build common ground with the voters (Grant, 2019). Fortunately, 
sophisticated methods are available to quantify the emotions and opinions embedded in a tweet. For 
instance, sentiment analysis is often used to extract polarity based on the expressed opinions and emotions 
in the text (Bondielli & Marcelloni, 2019; Elmurngi & Gherbi, 2017). Additionally, the polarity of emojis, the 



 
 Online Journal of Communication and Media Technologies, 2022 

Online J. Commun. Media Technol., 12(1), e202201 5 / 17 
 

presence of exclamation marks, and words in all capital letters (like yelling) in a tweet may also be used to 
reinforce the opinions and emotions stated in a tweet. 

Logos 

When fake news producers are now continuously improving their imitation abilities by neutralizing the 
language and removing grammatical errors from tweets to evade detection (Burkhardt 2017), social media 
users rely on a set of criteria for evaluating the logic of a message, including neutrality, specificity, and 
meaningfulness (Marcella et al., 2019). The logos can be quantified through many indicators. In practice, a 
precise, closed, and plain language message without any emotional elements may signify logos. The most 
straightforward approach for incorporating logos is to investigate the presence of common elements: several 
characters, many words, question marks, capital letters, punctuation, negations, first-person pronouns, and 
third-person pronouns (Jin et al., 2017; Ma et al., 2015; Yang et al., 2018). Apart from the elements of a 
traditional message, a tweet may contain some unique elements: hashtag, mention. Also, Twitter users can 
attach a photo, video, or link to their tweets. These elements should also be viewed as content-related 
features.  

Rhetorical features that contribute to the spread of fake news on Twitter are the focal points of the current 
study. Unfortunately, previous research has failed to provide a precise mapping of indicators into relevant 
rhetorical components. Therefore, we will attempt to organize indicators that are frequently used to 
characterize fake news under relevant components. 

METHODOLOGY 

Sample 

Fake news data were collected through an independent Turkish fact-checking organization known as 
teyit.org. This organization is a member of The International Fact-Checking Network and is fully committed to 
objectivity and openness, correction policy, and economic transparency (teyit, n.d.). There exists a body of 
research using datasets provided by teyit.org (Karadağ & Ayten, 2020; Ünal & Çiçeklioğlu, 2019). As shown in 
Figure 1, we obtained a sample, including 439 confirmed fake tweet links. We revisited each link and extracted 
category, design motivation, and rhetorical features from 272 available tweets. 

 Biaxial Qualitative Content Analysis 

Qualitative content analysis is a systematic coding and categorization approach to discover and interpret 
large amounts of textual data (Iosifidis & Nicoli, 2020). We created a biaxial coding scheme using an iterative 
process to identify 1) the tweet’s topic or category and 2) the designer’s motivation to spread them (Chew & 
Eysenbach, 2010). 

First, we defined our codes regarding the tweets’ topics by conducting a preliminary analysis. Then, we 
gathered topics under the classification of soft news, hard news, and general news (Lehman-Wilzig & Seletzky, 
2010). For example, we classified news in politics, history, economy, and finance as hard news that requires 
instant reporting due to its significance and short lifetime. On the other hand, we included the news in life, 
celebrity, and sports under soft news that contains light or exotic topics. Soft news can be reported later or 

 
Figure 1. Methodology 
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even not all. Lastly, we involved news in science, technology, and health under the classification of general 
news that includes up-to-date news. However, it is not necessary to report them instantly. 

In the first round, we worked independently. The coding unit was a single tweet, and we coded every single 
unit with only one category. In the second and third rounds, we resolved any disagreements in coding in 
additional meetings. We all discussed disagreements in detail, reached a mutual agreement, and changed the 
coding sheet as needed.  

Second, we adopted a codebook from the literature to code the motivation to spread tweets consisting of 
fake news (Meel & Vishwakarma, 2019). This codebook contained nine motives: political intent, financial profit, 
passion for promoting an ideology, fun, increasing customer base, rush to cover the latest news, generating 
advertising revenues, technological reasons, and manipulating public opinion (see Appendix A). In the first 
round, we again worked individually. The coding unit was a single tweet, and we coded every single unit with 
only one motive. Table 1 summarizes the intercoder consistencies between each pair of judges. 

Rhetorical Feature Extraction 

We operationalized the logos component of the rhetorical framework by encoding the tweets based on 
the presence of certain elements: photo, video, hashtag, mention, question mark, and ellipsis (see Appendix 
B). The pathos of a tweet was operationalized through three indicators: the presence of emoji and 
exclamation marks, the sum of sentiment score of a tweet, and emoji polarity. We used SentiStrength, a 
sentiment analysis tool (Thelwall et al., 2010) that uses a Turkish sentiment dictionary called Zemberek (Vural 
et al., 2013) to produce polarity scores between -5 and 5. We obtained positive and negative sentiment scores 
for each tweet and summed them to calculate the overall polarity. The dominant type of emoji in a tweet may 
be assumed as the overall polarity. We categorized emoji polarity as negative (-1), neutral (0), positive (1), and 
none (2). For the ethos, we used account-level features. We extracted the number of followers, followings, 
tweets posted, tweets liked. Also, we examined whether the related account was verified or not. We used the 
Twitter API to extract these features.  

The retweet count measures fake news popularity because only the original and retweeted posts are 
shown in users’ feeds on Twitter. Therefore, we estimate the spreading rate with the retweet count instead of 
the number of likes or replies of a tweet. Table 2 summarizes the extracted features included in the current 
study. 

Table 1. Intercoder consistency 
 Topic Categories Design Motivations 
 1st Round 2nd Round 3rd Round 1st Round 2nd Round 3rd round 
Judge 1-Judge 2 60.33% 97.33% 100.00% 79.18% 99.10% 100.00% 
Judge 1-Judge 3 71.48% 90.83% 100.00% 49.67% 90.91% 100.00% 
Judge 1-Judge 4 76.95% 89.58% 100.00% 51.17% 90.91% 100.00% 
Judge 2-Judge 3 69.53% 97.41% 100.00% 81.19% 100.00% 100.00% 
Judge 2-Judge 4 50.49% 90.23% 100.00% 50.74% 90.91% 100.00% 
Judge 3-Judge 4 51.71% 91.48% 100.00% 51.19% 90.91% 100.00% 
Note: The Kappa result between 0.81 and 1 indicates almost perfect agreement (McHugh, 2012). 
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Negative Binomial Regression 

Negative binomial Poisson is well-suited for predicting over-dispersed count data (Ver Hoef & Boveng, 
2007). This model’s advantage is its ability to model Poisson heterogeneity when the variance is not equal to 
the mean. (For further reading, please see Cameron & Trivedi, 2013). The formula for negative binomial 
regression is:  

 𝑃𝑃(𝑌𝑌𝑖𝑖 = 𝑦𝑦𝑖𝑖)  =
𝛤𝛤(𝑦𝑦𝑖𝑖  +  𝜙𝜙)
𝑦𝑦𝑖𝑖  !  𝛤𝛤(𝜙𝜙)

𝜙𝜙𝜙𝜙𝜆𝜆𝑖𝑖
𝑦𝑦𝑖𝑖

(𝜙𝜙 + 𝜆𝜆𝑖𝑖)𝜙𝜙−𝑦𝑦𝑖𝑖
 (1) 

Γ is a gamma function and is the reciprocal of the residual variance of the underlying mean. The natural 
logarithm for the number of the expected number of events is formulated as: 

 𝑙𝑙𝑙𝑙(𝜆𝜆𝑖𝑖) = �𝛽𝛽𝑘𝑘𝑥𝑥𝑖𝑖𝑖𝑖

𝐾𝐾

𝑘𝑘=𝑜𝑜

 (2) 

where 𝑥𝑥𝑖𝑖𝑖𝑖 is the independent variables 𝑥𝑥 and is the estimated coefficient. 

The negative binomial regression also allows us to infer the significance and magnitude of the main effects 
of various tweet characteristics on the retweet counts. 

RESULTS 

Descriptive Statistics 

Table 3 summarizes the frequencies of each topic category and design motivations. Table 3 identified 140 
tweets as hard news, 115 as soft news, and only 17 as general news. Moreover, Table 3 indicates that Twitter 
users mostly posted this fake content because of political intent (n=69). The results also indicated that users 
mainly wanted to manipulate public opinion (n=64) and increase their customer base (n=60) by gaining 
readership. Furthermore, users preferred to post fake news because of the rush to cover the latest news, 
passion for promoting an ideology, and fun. However, we could not find any content posted to generate 
financial profit, advertising revenues, and technological reasons. Additionally, Table 4 presents the descriptive 
statistics of rhetorical features across logos, pathos, and ethos. 

Table 2. Features 
Feature Description 
Fake news popularity The number of times a tweet is retweeted 
Category The category of fake news 
Motivation Design motivation of a tweet 
Rhetorical Features  
Logos  
 Photo Whether it contains a photo 
 Video Whether it contains a video 
 Link Whether it contains a link 
 Hashtag  Whether it contains a hashtag 
 Mention Whether it contains a mention 
 Question Mark Whether it contains a question mark 
 Ellipsis Whether it contains more than one dot 
Pathos  
 Sentiment Score Total polarity score of a message  
 Emoji Polarity Total emoji polarity 
 Exclamation Mark Whether it contains an exclamation mark 
 All Capital Whether all text is in capital letters 
Ethos  
 # followers Number of followers 
 # followings Number of following 
 # tweets Number of tweets 
 # favorites Number of favorites 
 Verification status Whether account is verified or not 
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Negative Binomial Regression 

The model’s main effects results, presented in Table 5, suggested significant differences between both 
topic and motivation categories. For example, while hard news was 2.09 times more likely to be retweeted, 
this rate was 3.00 times greater than soft news than general news. Regarding design motivations, fake news 
created with the motivation of a rush to cover the latest news was nearly 4.00 times less likely to be retweeted 
concerning manipulation of public opinion. There was no significant difference for any of the remaining 
categories in the current sample other than manipulating the public opinion category. 

Table 3. Descriptive statistics of contextual features 
Contextual Features Frequency Percentage (%) 
Category   
 Hard news (C1) 140 51.5 
 Soft news (C2) 115 42.3 
 General news (C3) 17 6.2 
Motivation   
 Political intent (M1) 69 25.4 
 Financial profit (M2) 0 0 
 Passion for promoting an ideology (M3) 21 7.6 
 Fun (M4) 12 4.3 
 Increase customer base (M5) 60 21.8 
 Rush to cover the latest news (M6) 46 17 
 Generate advertising revenues (M7) 0 0 
 Technological reasons (M8) 0 0 
 Manipulate public opinion (M9) 64 23.9 

 

Table 4. Descriptive statistics of rhetorical features 
Rhetorical Features N Percentage (%) Mean SD 
Logos     
 Photo 188(84) 69(31)   
 Video 54(218) 20(80)   
 Link 18(254) 7(93)   
 Hashtag 66(206) 24(76)   
 Question mark 29(243) 11(89)   
 Ellipsis 208(64) 26(74)   
 Mention 9(263) 3(97)   
Pathos     
 Sentiment Score   -0.27 1.280 
Emoji Polarity     
 Negative 15 4.4   
 Neutral 25 9.2   
 Positive 15 5.5   
 None 220 80.9   
 Exclamation mark 52(220) 19(81)   
 All capital 12(260) 96(4)   
Ethos     
 # followers   602,600 23,151,253.5 
 # followings   28,036.30 154,939.9 
 # tweets   58,129.31 110,859.25 
 # favorites   27,508.41 51,348.508 
 Verification Status 80(192) 29(71)   
The numbers in the parentheses refer to the number and percentage of tweets without the specified element 
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Mention was the single significant predictor of popularity with regards to the logos of a tweet. Fake tweets 
without mention were 3.05 times more likely to be retweeted. Retweet counts for tweets with negative emojis 
were nearly 4.00 times less compared to the tweets without any emojis.  

Additionally, the counts of tweets without an exclamation mark were 2.50 times greater than those with 
an exclamation mark. Thus, while the number of followers was significantly related to popularity, the 
relationship was statistically negative for the number of tweets.  

Furthermore, incorporating interaction effects produced differential relationships between rhetorical 
features, motivations, and categories (See Table 6). Interestingly, the hard news category suggests that fake 
tweets’ popularity without an exclamation mark is negative (B= -29.72, SE= 0.71, Exp(B)= 1.175*10-13) 
compared to the fake news with an exclamation mark. The same relationship also holds for the question 
mark, where fake tweets without a question mark were 35.62 times more likely to be retweeted in this 
category. Popularity of fake news from non-verified accounts was significantly higher regarding hard news 
(B= 5.78, SE= 1.43, Exp(B)= 326.49) and soft news (B= 3.49, SE= 1.31, Exp(B)= 32.93). However, its impact is 
nonsignificant regarding general news. The number of those following the source was also a significant 
predictor of popularity regarding hard news and soft news. The hashtag was found to decrease the popularity 
of fake hard news in the contents created with a political intent (B= 1.54, SE= 0.54, Exp(B)= 4.67). Mentions 
increase the popularity of fake tweets used for spreading an ideology (B= -4.92, SE= 2.37, Exp(B)= 0.007).  

Table 5. Negative binomial regression results-main effects 
Model Comparison Main Effects 
   B SE Exp(B)  
Intercept   4.61** 1.00 101.2  
Category       
 C1   0.73* 0.36 2.09  
 C2   1.10** 0.32 3.00  
 C3a   - - -  
Motivation       
 M1   -0.64 0.20 0.93  
 M3   0.22 0.27 0.41  
 M4   0.01 0.37 1.01  
 M5   0.07 0.24 1.07  
 M6   -1.31** 0.23 0.26  
 M9a   - - -  
Logos       
 Photo   0,38 0,29 1,46  
 Video   0.16 0.32 1.17  
 Hashtag   -0.15 0.21 0.86  
 Question mark   0.06 0.23 1.07  
 Ellipsis   -0.27 0.16 0.75  
 Mention   1.11** 0.39 3.056  
Pathos       
 Sentiment score   -0.41 0.05 0.960  
Emoji Polarity       
 Negative   -1.35** 0.49 0.259  
 Neutral   -0.05 0.54 0.943  
 Positive   -1.18** 0.44 0.307  
 Nonea   - - -  
 Exclamation mark   0.91** 0.17 2.484  
 All capital   0.14 0.33 1.160  
Ethos       
 # followers   0**1 0 1  
 #followings   0 0 1  
 # tweets   0**2 0 1  
 # favorites   0 0 1  
 Verification Status   0.03 0.16 1.03  
Note: ** significant at α=.05 level, *** significant at α=.01 level a= reference category 
1 The coefficient is too small, yet it has a significantly positive impact on popularity (B= 1.44*10-7) 
2 The coefficient is too small, yet it has a significantly negative impact on popularity (B= -2.17*10-6)  
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Similarly, all capital letters in fake tweets used for political intent significantly increased the popularity. 
Polarity was found to affect popularity in the fifth motivation category negatively. The number of favorites of 
the source was positively related to the popularity of tweets used for the rush to cover the latest news 
category. The number of those following the source and the number of tweets were negatively related to 
popularity in the same motivation category. The number of followers was negatively affected by the popularity 
of a fake tweet used for political intents. 

DISCUSSION 

The results confirmed the role of the topic category in the popularity of fake news. We found that people 
were more likely to share fake hard news and soft news than general news. This result paralleled past 
research (Nielsen & Graves, 2017; Vosoughi et al., 2018), indicating popularity differences across fake news 
categories. The possible explanation could be people’s natural attraction to politics and celebrity topics. For 
example, stating an opinion about a political issue signals orientation and identity, confirming the need to 
relate with others (Allcott & Gentzkow, 2017; Marwick, 2018; Pennycook et al., 2020). From the uses and 
gratification theory, the third category’s unpopularity can be explained by the fact that social media users are 
less likely to engage with informational content (Cvijikj & Michahelles, 2013; Lee et al., 2013) compared to 
relational or entertainment contents, which could loosely be mapped to first and second categories, 
respectively. 

We found that fake news created with the motivation of manipulating public opinion received much more 
interaction from users than a rush to cover the latest news did. A possible explanation would be that time 
pressure for covering a story about the latest news may result in a speculative but haphazard structure. This 
structure might curtail believability and, thus, engagement with this news (Kim et al., 2019). The results 
confirm the number of fabrication and sophistication efforts to increase the popularity (Vosoughi et al., 2018), 
which is less likely to exist in inelaborate content. 

This study addressed the effects of rhetorical features on the spread of fake news. For example, in the 
pathos category, positive or negative emojis and exclamation marks surprisingly rendered a tweet less 
popular. These results indicate that the current sample responded to emotional elements in a negative way. 

Table 6. Negative binomial regression results-interaction effects 
Model Comparison Significant Interaction Effects 
   B SE Exp(B)  
C1*Exclamation Mark=0   -29.72 ** 0.71 04  
C1*Question Mark=0   3.56 ** 0.32 35.62  
C1*All Capital=0   7.49* 3.22 1797.40  
C1*Verified Account=0   3.49** 1.31 32.98  
C2*Verified Account=0   0.22 0.27 0.41  
C1*Number of Followings=0   1 1 1.00  
C2*Number of Followings=0   2* 2* 1.00  
M6*Photo=0   2.27* 1.15 9.70  
M3*Link=0   12.62** 2.69 302459  
M1*Hashtag=0   1.54* 0.70 4.67  
M3*Mention=0   -4.92* 2.37 0.007  
M5*Emoji Polarity=-1   3* 3 3  
M1*All capital=0   -7.00* 3.10 0.01  
M1*Number of Followers   4** 4 4  
M6* Number of Tweets   5** 5 5  
M6* Number of Followings   6** 6 6  
M6* Number of Favorites   6** 6 6  
M5*Polarity   -0.74* 0.34 0.473  
Note: ** significant at α=.05 level, *** significant at α=.01 level a= reference category 
1 The coefficient is too small, yet it has a significantly positive impact on popularity (B= 7.43*10-5) 
2 The coefficient is too small, yet it has a significantly negative impact on popularity (B= 7.12*10-5) 
3 The coefficient is too small, yet it has a significantly negative impact on popularity (B= 1.13*10-6) 
4 The coefficient is too small, yet it has a significantly negative impact on popularity (B= -2.19*10-6) 
5 The coefficient is too small, yet it has a significantly negative impact on popularity (B= -1.40*10-5) 
6 The coefficient is too small, yet it has a significantly positive impact on popularity (B= 3.14*10-5) 
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It implies that users are skeptical about the authenticity of content emphasizing emotions, showing a 
particular media literacy level (Burkhardt, 2017). Related to the credibility of the source–ethos– we found 
significant positive and negative effects on the number of followers and tweets on fake news’s popularity, 
respectively. It suggested that the effect range of fake news is magnified by the source’s popularity, 
highlighting social media influencers’ great responsibility (Bovet & Makse, 2019).  

The findings empirically supported the interaction between rhetorical features and category and 
motivation. For example, fake tweets without a question mark or all capital letters were found to be more 
prevalent in the category of hard news. One striking interaction effect is that verification status and the 
number of followed persons negatively affect popularity. However, their impacts were found insignificant in 
the category of general news. These results implied that users paid more attention to a sign of authenticity 
and the source’s popularity when they interact with informational content. In sum, all the findings supported 
that content popularity differed across categories and motivations (Vosoughi et al., 2018). 

In short, the proposed multistep approach combining biaxial content analysis and negative binomial 
regression to a large extent confirmed the proposed fake news market analogy. The sellers’ (i.e., fake news 
generators) have products sold at different rates across different sections (i.e., categories) by emphasizing 
certain features (i.e., rhetorical features). This context-aware understanding of fake news helps better 
characterize and identify the fake news plaguing the online communication channels in various domains. The 
proposed methodology also addresses fake news from the creators’ perspective. It thus provides valuable 
insights about possible tricks embedded in fake content in each category. 

CONCLUSION 

Our study showcased the primary impacts of topic and design motivation categories and rhetorical 
features on the popularity of fake tweets. The main results uncovered the effects of rhetorical features on the 
popularity of a tweet. Much to our surprise, the existence of pathos-related features decreased, rather than 
increased, the number of retweets of fake content. In contrast, the credibility of sources significantly increased 
the popularity of fake news. Further results empirically supported the differential impacts of rhetorical 
features on popularity across topic and motivation categories. It indicates the evident differences in the fake 
tweets in different categories. Identifying the salient characteristics of fake tweets in topic and motivation 
categories undoubtedly helps quickly spot fake news. 

This study has many practical implications. First and foremost, this study supplements automated fact-
checking efforts with a contextualized rhetorical approach that immediately identifies the risk elements of 
fake news. This rapid characterization could help develop a system that automates the labeling process and 
thus enables early intervention (Papanastasiou, 2020). Given that labeling fake news could sometimes take 
up to three days (Silverman, 2017), developing such systems warrants huge public safety and health benefits. 
For instance, Twitter has lately introduced an internal system that puts automatic labels on the disputed and 
misleading contents related to COVID-19 (Roth & Pickles, 2020). Although the initial results are quite 
promising, the platform still relies on some trusted partners to identify fake content. Second, accurately 
identifying the peculiar characteristics across topic categories and design motivations allows the development 
of a risk score that indicates the degree of the fakeness of content. For example, an excessive emphasis on 
emotions contributes to that risk score in the hard news category. These scores can then be used to rank 
contents across each category and trigger an early intervention for the contents with the highest risk before 
they find their ways to be shared by many users. Lastly, the proposed marketplace analogy provides valuable 
insights into how fake news survives in an ecosystem. A social media literacy program that capitalizes on these 
insights can inform users about how fake content generators with various motivations structure their 
contents to target their cognitive weaknesses. Having equipped with the necessary information, users can 
develop a contextualized evaluation skills about the credibility of the posts they are about to share.  

The research contributed to the extant literature by showing how the rhetorical framework could be used 
as a systematic way of evaluating content under three components: ethos, pathos, and logos (Murungi et al., 
2018). This framework might help researchers identify influential factors on popularity and characterize fake 
news from different perspectives (Burkhardt, 2017). It also shows the necessity to delve into more 
contextualized relationships regarding the popularity of fake news.  
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Our study has some limitations. First, we applied the negative binomial regression on relatively small 
sample size. Second, we had to use the dataset from a single fact-checking organization, which does not allow 
generalizability. The proposed framework should, therefore, be replicated with different samples. Third, we 
limited our sample only to tweets to explore the underlying dynamics of fake news popularity. Finally, the 
same approach should be applied to other social media platforms or news sites by considering the changing 
user characteristics of different social media platforms. 

In the future, we plan to work on more massive datasets, including different fake news sources. We also 
consider a cross-country study to reveal cultural and linguistic differences by replicating the same analysis 
under different study settings. A methodological triangulation with a qualitative analysis to identify the factors 
that fake content generators consider represents another exciting direction for the future study. 
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APPENDIX A 

The Codebook of Motivations to Spread Fake Tweets 

We adopted this codebook from Meel and Vishwakarma (2019). 

Motive Description 
Political Intent People post fake news to damage the public image of an opponent or support a 

political figure or party 
 

Financial Profit People post fake news to impact large-scale investments and stock prices. 
 

Passion for promoting an 
ideology 

People, who are impassioned about an organization, person, ideology, or 
philosophy want to disseminate it and post about it even if it is fake. 
 

Fun People post fake news to have fun, although it is not harmful. 
 

Increase Customer Base Online news media post content without questioning it to increase their customer 
base. 
 

Rush to cover the latest news Journalists post content without fact-checking to cover the story first and get 
millions of views. 
 

Generate advertising 
revenues 

Fake news authors make money from automated advertising engines such as 
Facebook Ads and Google Adsense. 
 

Technological reasons Search engine algorithms promote fake news due to its popularity and intentional 
design to gain more users. 
 

Manipulate public opinion Customers decide the future of stocks, sales, election results, business, and more 
so that their public opinion is significantly vital for customers. 
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APPENDIX B 

Twitter Features 

The first tweet is written in all caps and includes an ellipsis, exclamation mark, a video, and a link. 

 
The second tweet includes a hashtag, mention, picture, and emoji. 

 
 
 

 


	INTRODUCTION
	LITERATURE REVIEW
	Fake News Ecosystem
	Understanding Fake News from a Rhetorical Perspective
	Ethos
	Pathos
	Logos


	METHODOLOGY
	Sample
	Biaxial Qualitative Content Analysis
	Rhetorical Feature Extraction
	Negative Binomial Regression

	RESULTS
	Descriptive Statistics
	Negative Binomial Regression

	DISCUSSION
	CONCLUSION
	REFERENCES
	APPENDIX A
	The Codebook of Motivations to Spread Fake Tweets

	APPENDIX B
	Twitter Features


