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 As the global influence of artificial intelligence (AI) in our daily lives and the looming advent of 

artificial general intelligence (AGI) become increasingly apparent, the need for a sophisticated 

interpretive framework intensifies. This paper introduces ‘AIsmosis’–a term that captures AI’s 

gradual, nuanced integration into society, and akin to the biological process of osmosis. AI’s 

integration dynamics are examined through the lens of three pivotal theories: social 

construction of technology, technological determinism, and diffusion of innovations. These 

theories collectively elucidate the sociocultural influences on AI, the potential repercussions of 

unchecked technological growth, and the factors driving the adoption of novel technologies. 

Building upon these explorations, the ‘controlled AIsmosis’ conceptual framework emerges, 

emphasizing ethically conscious development, active stakeholder communication, and 

democratic dialogue in the context of AI technology adoption. Rooted in communicative action 

theory, this framework illuminates AI’s transformative impact on society. It calls for a 

comprehensive evaluation of systems that steer AI diffusion and their potential impacts, 

acknowledging the pervasive influence of AI and transcending traditional disciplinary 

boundaries. This work underscores the need for a multidisciplinary and interdisciplinary 

approach in investigating the complex AI-society interplay and understanding the ethical and 

societal consequences of AIsmosis. 

Keywords: AIsmosis, controlled AIsmosis, artificial intelligence, social construction of 

technology, technological determinism, diffusion of innovations, communicative action 

INTRODUCTION 

“The most profound technologies are those that disappear. They weave themselves into the fabric 

of everyday life until they are indistinguishable from it” (Mark Weiser, computer scientist and 

pioneer of ubiquitous computing). 

Navigating through the swift currents of our evolving landscape, we encounter transformative 

technologies such as smartphones, the internet, GPS, artificial intelligence (AI) voice assistants, Wi-Fi, 

contactless payment systems, social media platforms, and streaming services, along with many more. These 

technologies, echoing computer scientist Mark Weiser’s observation, intricately weave themselves into our 

life’s fabric. Their pervasive influence sculpts our experiences and societal norms to the point of near 

indistinguishability from our daily routines. 

This article aims to untangle the complex interplay between AI and society while focusing on the processes 

guiding the integration of technologies into societal, cultural, and personal frameworks. To deepen our 

understanding, the subsequent chapters of this article will delve into the intricate interplay between AI and 
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society, exploring key theories such as social construction of technology (SCOT) by Pinch and Bijker (1984), 

technological determinism as discussed by Veblen (1899, 1921), and the diffusion of innovations as proposed 

by Rogers (1962). Each theory presents a unique thread in the unnoticed loom of this integration, contributing 

to a rich tapestry of understanding while providing valuable perspectives complemented by Habermas’s 

(1984) communicative action that shed light on the complex dynamics of AIsmosis. 

Navigating this new technological era calls for an increased focus on ethical considerations in AI 

development. It highlights the necessity for responsible innovation. Stakeholder theory (Freeman, 1984) 

reminds us that stakeholders are not isolated entities but parts of a larger ecosystem. This awareness 

emphasizes the need to synchronize our ethical frameworks with the speed of technological advancement. It 

advocates for a communicative turn in our approach to AI, possible artificial general intelligence (AGI), and 

the process of AIsmosis. The cautionary note here is the need for a measured pace, particularly in a world, 

where technology often outstrips our understanding. 

The concept of AIsmosis, pivotal to this article, promises to expand the current understanding of the 

interaction between evolving technologies and society. This exploration acknowledges and probes the 

complex ties between human development and technological advancement, contributing significantly to the 

academic discourse on this vital subject. 

In the intricate dance of technology and society–pas de deux–controlled AIsmosis emerges as a pivotal 

concept. It encapsulates AI’s balanced, ethically informed integration into society and daily life. This notion 

illuminates the deep interconnectedness of humans and technology. It stresses the need for technological 

progress to be aligned with societal needs and ethical norms. The article further reveals the dynamic 

relationships among various societal elements, depicted as ‘tanks’ in the controlled AIsmosis framework. In 

the shifting landscape of AI integration, the interplay of these ‘tanks’ vividly illustrates the controlled AIsmosis 

process. Despite its complexity, this dance is integral to maintaining balance in society’s shared experience 

with AI. 

The subsequent section outlines the qualitative methodology employed in this study, designed to 

scrutinize the multifaceted interactions between AI and society. This approach yields valuable insights into 

the evolution of AI and its impact on societal norms. 

METHOD 

The principal objective of this article is to interpret the nuanced symbiosis between AI and societal norms, 

using the concept of ‘AIsmosis’ as a metaphor for AI’s gradual, seamless infiltration into our daily existence. 

This inquiry primarily centers around examining the ethical, sociocultural, and communicative implications of 

AIsmosis, advocating for a mindful, ethically driven, and inclusive modus operandi towards AI integration, a 

conceptual framework the article termed as controlled AIsmosis.  

This article’s investigative methodology is qualitatively oriented, systematically encompassing the search, 

selection, and rigorous analysis of extant literature on AI-related themes to amalgamate insights and draw 

novel interpretations from relevant research. While there may be a scarcity of direct research focusing on 

AIsmosis, this methodological framework facilitates a holistic exploration of AI’s societal interaction, 

inspecting it through the application of established theories. This exploration, hinged on synthesizing and 

critically analyzing AI-focused research, strives to yield valuable insights into the evolution of AI and societal 

dynamics. 

Literature Search and Selection 

A careful search through electronic databases was undertaken to comprehensively comprehend the 

subject matter. Search terms were carefully curated to encompass key facets of AI, including but not limited 

to “artificial intelligence,” “AI integration,” “society and AI,” and “ethics of AI”. The inclusion criteria were 

delineated to select publications that align with the wider domain of AI, make substantial theoretical and 

conceptual contributions, and offer enlightening insights into the dynamic interaction between AI and society. 

Furthermore, this analysis is fortified by employing established theories from the literature to search into the 

integration of technologies within societal paradigms. 
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Screening and Data Extraction 

A screening process was applied to the selected publications, examining their titles, abstracts, and full 

texts in accordance with the predetermined inclusion criteria. Essential information, including theoretical 

frameworks and research findings, was systematically extracted from each publication. Although direct 

references to AIsmosis might be sparse, the emphasis was placed on identifying enriching insights and 

perspectives to further the understanding of AI’s societal integration. 

Analysis and Synthesis 

The gathered information was subjected to thorough analysis and synthesis, with the aim of identifying 

overlapping themes, theoretical perspectives, and empirical findings that elucidate the complex interplay 

between AI and society. These vital insights derived from the literature were cohesively organized and 

articulated in a coherent narrative that introduces the concepts of AIsmosis and controlled AIsmosis, 

underscoring their pertinence in comprehending the broader implications of AI. 

In addition, the methodology of this article extends to the creation of the digital cave and controlled 

AIsmosis model’s visual representation. Harnessing the capabilities of ‘Python’s networkx and matplotlib 

libraries’, graphs were generated that visually encapsulate the interconnectedness within the models. In the 

controlled AIsmosis framework, each node and edge symbolize the integral components of the model and 

their interrelationships, providing a concise visual aid to complement the exploration.  

Limitations 

Despite the comprehensiveness and rigor of the implemented methodology, certain limitations must be 

acknowledged. The lack of direct research focusing on AIsmosis can constrain the breadth of the findings. 

Furthermore, the article’s conclusions are influenced by the quality, diversity, and scope of the existing 

literature at the time of the review. However, these constraints notwithstanding, it is posited that this 

approach fosters a robust exploration of available literature, thereby stimulating insightful revelations 

concerning the evolving dynamics interlinking AI and society.  

Utilizing the outlined methodology, the subsequent section, ‘Review Findings,’ embarks on a 

comprehensive analysis of AIsmosis. This investigation will be enriched by a critical examination of three 

foundational theories–SCOT, technological determinism, and diffusion of innovations–which illuminate our 

understanding of technology-society interactions. 

REVIEW FINDINGS 

AIsmosis Unleashed 

Our contemporary era is witnessing an evolving symbiosis between humanity and AI–an evident change 

in societal paradigms. This symbiosis is encapsulated in the term ‘AIsmosis,’ a fusion of ‘AI’ and ‘osmosis,’ 

symbolizing the unrestricted fusion of human and artificial aspects. AIsmosis denotes the passive assimilation 

of ideas and knowledge, evolving from static internet platforms to dynamic entities that actively engage and 

seek our attention (Webb, 2023). It is not merely a metaphor but an emphasis on balanced integration, a call 

for measured AI introduction instead of careless inundation. 

AIsmosis’s continuous flow of diverse data enhances mutual capabilities between humans and AI. A prime 

example of this is the use of recommendation algorithms. These tools refine based on vast user data, and it’s 

important to note their potential influence within the attention economy of like, share, and engage 

(Goldhaber, 1997; Simon, 1971). While they hold significant advantages, they also present challenges, as they 

could inadvertently amplify societal biases, leading to misinformation and societal polarization (Mittelstadt et 

al., 2016; Turkle, 2015; Zuboff, 2019).  

The transformative power of AIsmosis, driven by significant advancements made in 2023, can be seen 

across various applications such as ChatGPT, Dall-e, Midjourney, Microsoft Copilot, Photoshop AI tool, and 

others. These applications, a far cry from early algorithm-driven interactions with AI, are revolutionizing 

sectors such as retail, CRM, business security, and finance, especially through AI-powered chatbots enhancing 

customer engagement and sales performance. 
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However, with these advancements come challenges. A recent event serves as a potent illustration of the 

potential consequences of unchecked AI-generated content within the framework of AIsmosis. On May 22, 

2023, a fabricated, AI-generated photo of an explosion at the Pentagon went viral on social media, causing 

widespread confusion and even momentarily impacting the US stock market (New York Post, 2023). This 

incident underscores not only the susceptibility of individuals to misinformation but also the potential for 

unscrupulous entities to exploit sophisticated AI systems, sowing chaos, and deception online. 

Such incidents highlight the need for fairness and transparency in algorithmic decision-making to mitigate 

biases and adversarial attacks. Indeed, this need has been echoed by numerous scholars, including Caldarini 

et al. (2022), Starke et al. (2022), Tian et al. (2022), and Zhang et al. (2018). These academics underscore the 

necessity to understand these critical elements amidst the complexities of AI integration. 

In the financial sector, the impact of ‘AIsmosis’ has been transformative, improving risk management, 

fraud detection, and customer personalization through big data (Chen et al., 2012). However, this evolution 

also presents data security, privacy, and job displacement challenges. Organizations must prioritize skill 

development, industry evolution, and government collaboration to adapt to AI’s influence. Investment in 

training programs can help prepare employees for an AI-infused workplace. Simultaneously, government 

support is required in the form of education initiatives and robust social safety nets (Frey & Osborne, 2017).  

Navigating the terrain of AIsmosis necessitates a sophisticated and adaptive approach, acknowledging its 

potential to reshape societal structures and remodel human experiences. Developers must consistently 

evaluate our decision-making processes, ensuring they evolve ethically under the guiding principles of 

fairness and transparency (Virvou, 2022). Given the unpredictability of AI, it becomes increasingly imperative 

to maintain a central focus on human agency within human-artificial intelligence interaction (HAII), justifying 

the continuous safeguarding of human autonomy and aligning AI objectives with societal welfare (Virvou, 

2022). 

One substantial obstacle to ethically and responsibly approaching AIsmosis is the so-called ‘black box’ 

problem in AI, which refers to the often-opaque nature of AI systems’ decision-making processes. These 

processes, which are complexly layered with algorithms, can resist straightforward interpretation and 

validation, posing significant barriers to transparency and accountability. The problem becomes particularly 

concerning when AI decisions impact areas such as healthcare, finance, or law enforcement, where incorrect 

decisions can have severe consequences. Consequently, human oversight and control become critical in this 

context. Mitigating the challenges of the ‘black box’ problem requires concerted efforts to demystify AI 

systems, potentially through initiatives aimed at improving algorithmic explainability or transparency, to 

ensure their reliability and accountability (Virvou, 2022). 

This shift fosters increased collaboration between humans and machines, leading to changes in our roles 

as technology evolves. Understanding the social and cultural implications is crucial for responsible and ethical 

AI integration.  

Sociotechnical Symphony: Unraveling SCOT Theory 

The convergence of science and technology is apparent in the evolution of clustered regularly interspaced 

short palindromic repeats (CRISPR) gene editing technology, which facilitates precise modifications to an 

organism’s DNA. Discovered during research on bacterial immune systems, the potential applications of 

CRISPR swiftly expanded beyond the confines of rudimentary research. Presently, CRISPR is employed across 

several industries, including agriculture and medicine, assisting in the creation of innovative treatments, 

modifications, and therapies.  

Layton (1971) emphasized that the boundaries between science and technology are not rigid and isolated 

but rather fluid and interconnected. He argued that these domains resemble mirror-image twins, reflecting 

and influencing each other’s evolution and growth. Their interaction transcends mere knowledge and action, 

extending to social factors such as power, politics, and cultural values (Layton, 1971). This interplay becomes 

particularly relevant when examining the social fabric of AIsmosis and can help elucidate the ‘black box’ 

problem and the role of human oversight discussed previously. 

In the context of AI, the fusion of science and technology assumes unique significance. AI is distinguished 

by its deep-rooted interdisciplinarity, enveloping insights from a wide spectrum of disciplines, including 
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computer science, mathematics, engineering, neuroscience, psychology, linguistics, and philosophy, 

extending further into the social sciences and humanities. Acknowledging this complex triad–science, 

technology, and society–is pivotal for a comprehensive understanding of the complex dynamics propelling 

technological progression and the subsequent implications for our everyday lives. 

Within this framework, SCOT theory, posited by Pinch and Bijker (1984), proposes that social factors, power 

dynamics, political influences, and cultural values significantly shape technological development. At its core, 

SCOT aims to decipher the mechanisms driving technological transformations within society, emphasizing the 

crucial role of social constructs in moderating these changes. A prime example of this interplay is the rapid 

societal integration of digital cameras. 

At their advent in the late 1990s, digital cameras bore the stigma of high costs and inferior image quality 

compared to traditional film cameras. However, the accelerated pace of technological advancement coupled 

with significant price reductions ushered in the era of digital photography. Various social forces, including 

evolving cultural perspectives on photography, society’s increasing inclination for instant gratification, the 

convenience offered by digital storage, and the explosive growth of social media platforms enabling photo-

sharing, played a significant role in the mainstream acceptance of digital cameras.  

Moreover, the availability of digital cameras played a pivotal function in democratizing photography, 

extending beyond the sole consideration of technical features. This dynamic interplay of societal and cultural 

forces in the acceptance of technology can also be seen in the rapidly developing field of AI.  

Social factors play a substantial role in the expansion and integration of AI technologies. One such factor 

is the increasing demand for automation and efficiency across various sectors like manufacturing, healthcare, 

and finance (Brynjolfsson & McAfee, 2014). This demand has stimulated investments in AI research, yielding 

innovative solutions with the potential to revolutionize these industries. By integrating AI technologies, there 

is an opportunity for cost reduction, heightened productivity, and improved quality of products and services 

(Bughin et al., 2017). 

However, these advancements bring distinct challenges and opportunities across different industries, 

necessitating strategic decision-making to navigate effectively. Take manufacturing, for example; while AI 

promises to boost productivity and cut costs, the automation and robotics that deliver these advantages 

might also disrupt job roles, triggering the need for reskilling and upskilling initiatives (Smith & Anderson, 

2018). Therefore, a key issue is finding a balance between exploiting AI’s potential and facilitating a fair 

transition for workers.  

Similar to the manufacturing industry, in healthcare AI offers the prospect of improved diagnostics and 

personalized care, but it also raises ethical concerns such as patient privacy, data security, and potential biases 

in AI algorithms (Obermeyer et al., 2019). Effectively addressing these complex issues is crucial to ensure that 

AI-driven healthcare solutions prioritize patient rights and welfare. As AI continues to be integrated across 

various sectors, the growing complexity of challenges calls for the development of even more advanced and 

intuitive systems.  

It’s crucial to acknowledge that challenges associated with data privacy, algorithmic bias, and job 

displacement span various industries (Jobin et al., 2019). For example, industries with a heavy reliance on 

human interaction, such as the service sector, may struggle uniquely with integrating AI-driven automation 

without sacrificing the human touch.  

The growing investment in AGI companies reflects the accelerated evolution of AGI and its rising 

prominence across various sectors. In early 2023, these companies secured over $21 billion in investments 

(Financial Times, 2023). Yet, as we venture towards AGI–a technology marked by cognitive abilities mirroring 

those of humans–we encounter a proliferation of challenges despite substantial strides in emulating human-

like reasoning. As noted by a research paper from Microsoft (Bubeck et al., 2023; Metz, 2023), this journey has 

kindled a robust debate regarding the feasibility of creating an AI system that equals human intelligence. 

However, the quest to replicate nuanced human traits such as emotions, love, and intimacy in AI systems still 

poses a significant hurdle. 

GPT-4, with its potential in theory of mind (TM) tasks, brings us a step closer to AGI, though it’s not without 

its hurdles, such as confidence calibration, long-term memory, continual learning, personalization, planning, 
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interpretability, cognitive biases, and sensitivity to inputs (OpenAI, 2023). A comprehensive evaluation of such 

AI systems is crucial to understand their limitations and potential challenges.  

For example, GPT-4 technical report acknowledges a “hallucination” tendency, but a more precise 

description might be “confabulation,” which refers to the production of fabricated or distorted information 

(Bonhoeffer, 1904). This confabulation tendency, which involves the production of unreliable or false 

information, can introduce unique obstacles in vulnerability discovery and exploitation tasks. When the goal 

is to identify weaknesses or exploit flaws, the presence of confabulation can make the process more 

challenging and less reliable. These complexities highlight the importance of integrating intellectual abilities, 

such as logical reasoning and information processing, along with nuanced aspects of human cognition and 

emotion. In light of the challenges discussed, TM, originally proposed by Premack and Woodruff (1978), 

assumes greater significance. TM represents our ability to attribute mental states to ourselves and others, a 

capability not fully replicated in current AI systems. Early research by scholars such as Piaget (1929) and 

Selman (1980) underscores the essential role of TM in human development and social interaction, suggesting 

its relevance in advancing AI and AGI. 

TM encompasses the concept that human understanding of the world involves the construction of mental 

models or representations that include objects and events. Incorporating this understanding into AI and 

future AGI systems can enhance their interactions by enabling them to anticipate the mental states of other 

agents. An example of this is Woebot, a chatbot developed by Stanford University. Using natural language 

processing, it provides cognitive-behavioral therapy to individuals experiencing symptoms of anxiety or 

depression (Fitzpatrick et al., 2017). Operating based on TM principles, Woebot can identify users’ mood 

patterns and generate personalized recommendations, illustrating the progress towards AGI and 

emphasizing the significant role of psychological constructs in advancing human-like machine cognition. 

Consider the insights shared by Gujral (2023), CEO of Behavioral Signals, at a recent conference. Gujral 

(2023) highlighted the escalating sophistication of emotional analysis driven by AI and its growing significance 

in fields such as government defense and security services. This extends to voice-based emotion analysis 

applications, ranging from predicting instances of duress, fraud, or PTSD, to coaching participants in meetings 

or interviews and even creating language-independent surveillance. AI-enabled applications, like chatbots and 

virtual assistants, are emerging as sources of emotional support and companionship for individuals facing 

loneliness, social isolation, or mental health issues (Bickmore & Picard, 2004). These chatbots can employ 

sentiment analysis to comprehend and react to user emotions.  

Similarly, virtual assistants might use facial recognition technology to discern user moods, tailoring their 

responses suitably. AI underscores its potential to enhance mental health outcomes, particularly in 

underserved areas, where mental health resources are sparse, and it can potentially minimize the stigma 

linked to seeking mental health treatment by offering a more private, accessible alternative. However, 

integrating TM into AI system architecture is crucial for transparency and explainability.  

Studies by Nass and Moon (2000) have demonstrated that humans tend to anthropomorphize technology, 

imbuing it with human-like attributes and qualities, especially after prolonged interaction. This phenomenon 

underscores the human capacity to form psychological bonds with technology, perceiving them as 

companions or social partners. Such anthropomorphism substantially impacts AIsmosis by fostering 

emotional transfer between individuals and technology, resulting in shared emotional experiences. Emotional 

contagion, a process, where emotions spread from one individual to another via nonverbal cues like facial 

expressions, voice tone, or body language (Hatfield et al., 1993), further explicates this. 

Emotional contagion and AIsmosis share a notable connection, as they emphasize the transfer of emotions 

through nonverbal cues and technology-mediated interactions. Consider, for example, Replika–an AI-driven 

chatbot that serves as an empathetic digital companion. It’s capacity to create an immersive, user-centric 

experience, adapting to the user’s communication style and emotional needs, mirrors AI assistants like 

Samantha in Spike Jonze’s film “Her.” This adaptability exemplifies the progression of AI chatbots, emphasizing 

their potential to break down traditional communication barriers and foster profound human-machine 

interactions. 

The swift integration and evolution of technologies, showcased by initiatives like Replika, directly respond 

to current societal needs. This reflects how society’s increasing dependence on technology for 
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communication, companionship, and assistance incentives the evolution and proliferation of advanced AI 

systems. This trend illustrates a dynamic interplay, where social needs transition from being passive recipients 

to active catalysts that shape the pace and trajectory of technological advancements. 

This aligns with the concept known as the ‘domino effect.’ Engaging with technology for one purpose often 

triggers a series of subsequent uses and possibilities, similar to a line of dominos falling one after another. 

This interaction, in turn, fuels our understanding and integration of technology into various facets of our lives, 

contributing to the phenomenon of AIsmosis. This continual cascade of innovation and assimilation 

underscores the dynamic and multifaceted nature of the AI-human relationship within the broader societal 

context. 

When considering AIsmosis, SCOT framework stresses the capacity of technology to not only transform 

daily life but also significantly influence human cognition and decision-making. This perspective highlights the 

fundamental role of social factors in developing and integrating AI into societal infrastructures and the 

consequential societal impacts. A SCOT-based perspective facilitates a broader comprehension of AI’s 

incorporation into sectors such as education, healthcare, transportation, and entertainment. From this 

viewpoint, technology transcends its materialistic aspect–it becomes a product of social negotiation and 

interaction among diverse participants, including users, designers, policymakers, and others. Thus, adopting 

a SCOT approach to AI integration underscores the need to incorporate these stakeholders into decision-

making processes, respect their perspectives and values, and ensure that the AI technologies developed to 

align with societal goals (Pinch & Bijker, 1984). 

As AI technologies become more entwined with our daily lives, they hold the potential to reshape, even 

challenge, longstanding norms within Habermas’s (1987) lifeworld. Such influences could disrupt traditional 

social interactions, redefine cultural practices, question conventional understandings, and amplify social 

disparities. A fascinating interaction arises between Habermas’s (1987) lifeworld and AIsmosis when the latter 

triggers a reassessment of foundational lifeworld assumptions and practices. For instance, the increasing 

reliance on AI in decision-making may call for deep reflection on notions of agency, responsibility, and 

accountability.  

Conversely, AI’s communication and language processing roles extend beyond simply facilitating 

conversations. AI has the potential to decode the complex matrix tangled within our social interactions, 

encompassing implicit biases, subtle emotional cues, cultural variations, and power hierarchies. A nuanced AI 

design can illuminate these layers, fostering new insights into our communication details. These enlightening 

discoveries may provoke a reassessment, and possibly a challenge, of our deeply ingrained communicative 

patterns. 

AIsmosis offers an array of resources that promise to bolster the lifeworld by amplifying communication 

and collaboration. It’s not merely about language proficiency or response speed; AIsmosis promises to 

transcend traditional barriers such as time, distance, and cultural differences. This potential also necessitates 

a deeper analysis of AIsmosis within the wider context of the theory of communicative action (TCA) and 

Habermas’s (1987) lifeworld concept.  

Lifeworld embodies societal assumptions, values, beliefs, and linguistic practices that shape personal 

actions and interactions, laying the foundation for social integration and norm development through mutual 

understanding, empathy, and dialogue (Habermas, 1987). However, with the continued advancement of AI 

and the potential emergence of AGI, there’s a risk of accelerating the ‘colonization’ of the lifeworld. This could 

alter our shared norms and interpersonal dynamics (Habermas, 1987). As such, thoughtful deliberation and 

the implementation of governance structures become paramount, ensuring that AI and AGI technologies align 

with and respect the values entrenched in the lifeworld. 

The colonization of the lifeworld could potentially result in social pathologies, such as alienation, identity 

loss, and disconnection from societal values and peers. Turkle (2015) underscores this concern, noting a 

marked decline in face-to-face interactions as we continue to progress into a highly tech-centric society. Such 

a shift risks diminishing the nuanced subtleties integral to social interaction and crucial for fostering empathy 

and understanding. Turkle (2015) further argues that communication technologies may impair the ability to 

decode nonverbal cues–an essential aspect of understanding others’ emotional states–thereby potentially 

reducing empathy levels and amplifying feelings of loneliness. The impact of technology on human interaction 
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shapes societal transformation. Understanding this influence is crucial to mitigate potential negative effects 

and foster a connected society. However, this shift may also pose risks to societal stability and unity. 

Habermas (1987) proposed a reconfiguration of the lifeworld-system relationship to counterbalance the 

effects of this rationalization. 

This reconfiguration differentiates between two domains: the system world, associated with utilitarian 

logic, and the lifeworld, linked with communicative action (Habermas, 1987). The advent of AI, capable of 

interpreting and processing vast amounts of data, stands poised to redefine these boundaries. By uncovering 

patterns too obscure for human cognition, AI has the potential to impact the lifeworld significantly, enriching 

our knowledge base and possibly contributing to an over-rationalization of human experiences. 

Habermas (1984) characterizes the system world as dominated by instrumental rationality and 

bureaucratic structures, while the lifeworld safeguards subjective meanings, values, and cultural practices. 

AI’s controlled and gradual integration into society–AIsmosis–underscores the urgent need to recalibrate the 

lifeworld-system relationship. It advocates for fostering an equitable, democratic society that values human 

relationships and meaningful communication, strongly emphasizing engaged dialogue.  

AI systems also have an immense capacity for analyzing and processing large volumes of data, aiding 

individuals in deciphering complex situations and detecting patterns that might elude human cognition 

(Floridi, 2014). This ability can enrich our understanding of situations and experiences and potentially guide 

decision-making. Yet AI’s potential influence extends beyond analytical assistance. It may impact our personal 

experiences and life narratives by providing tailored recommendations and insights and analyzing behavioral, 

preference, and social interaction data. However, this potential must be harnessed cautiously, ensuring it 

supports stakeholders in making informed decisions and understanding their world rather than amplifying 

biases or undermining human agency. Thus, the challenge remains to integrate AI into society while 

preserving lifeworld values and practices. It’s pivotal to understand that AI may not entirely capture the 

subjective interpretation, conceptual thinking, and meaning-making inherent to human cognition. Although 

there are similarities, substantial differences remain in the strategies and use of knowledge between humans 

and AI systems. 

AI systems come with their share of potential ethical implications and inherent limitations. A pertinent 

example is the UK government’s 2020 adoption of an AI-powered algorithm for determining high school 

grades, which, due to the COVID-19 pandemic’s cancellation of in-person exams, resulted in inaccurate and 

unjust grades for many students, particularly those from disadvantaged backgrounds. AI algorithms were 

critiqued for their lack of transparency and their potential to reinforce existing biases and inequalities in the 

educational system (Baker & Hawn, 2021). 

There’s a risk that AI systems could reinforce existing power structures, given that entities with more 

substantial resources and data access can exert considerable influence over AI’s development and 

implementation. This dynamic might limit the diversity of perspectives in communicative action, potentially 

degrading social norms and practices. The impact of AI on the interaction between the lifeworld and the 

system hinges on its development, implementation, and governance. Therefore, it’s essential to engage 

stakeholders from various cultural and social backgrounds in AI development and deployment. This inclusivity 

ensures that AI systems respect the lifeworld’s cultural norms, values, and practices, fostering meaningful 

interpersonal exchanges and social cohesion. 

‘AIsmosis,’ could bring about significant transformations in the lifeworld, subjugating its inherent values to 

system imperatives. This intrusion can be seen through AI’s infiltration of the lifeworld via data analysis and 

personalized content feeds. Drawing a parallel with Habermas’ (1987) concept of media ‘delinguistification,’ 

AI could colonize the lifeworld by dominating data, content, and communication channels, consequently 

undermining its openness and diversity. This raises concerns about the potential erosion of lifeworld’s 

openness and diversity as AI systems assume control over information flow. 

The growing influence of technology on communication channels may inadvertently transform individuals 

into passive information consumers, thereby stifling their ability for critical evaluation and active engagement. 

As AI begins to shape and control information flow, there arises a crucial need to examine if this could lead 

to an ‘information monoculture.’ This concept, inspired by the agricultural practice of cultivating a single crop 

and thereby eliminating diversity, alludes to the potential marginalization of diverse ideas and perspectives. 
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Instead, narratives may favor algorithmically determined outcomes that predominantly reflect the interests 

of the system’s architects and controllers (Pariser, 2011; Sunstein, 2001). Here, SCOT theory reminds us that 

technologies, including AI, are social constructions that reflect the values and power structures of the society 

they originate from (Pinch & Bijker, 1984). 

The increasingly data-driven nature of AI surveillance presents the risk of exacerbating social inequality 

and fragmentation (Eubanks, 2018). The construction of these algorithms from consumption data, decision-

making patterns, and areas of interest could reshape societal and communal structures. With such 

transformations, an overriding emphasis on technical rationality could potentially overshadow democratic 

dialogue, leading to implications such as job displacement and rising inequality due to AI technologies. This 

impact might hinder proactive participation in the lifeworld. Yet, according to SCOT theory, these structures 

are not neutral or inevitable outcomes of technological progression (Pinch & Bijker, 1984). Instead, they are 

shaped and defined by diverse social actors and their varied interpretations and responses to these 

technologies. Hence, biases in AI algorithms are not merely technical artifacts. They represent specific design 

choices influenced by the social and cultural values of the designers. 

Transparency or public engagement could lead to technocratic colonization of the lifeworld, risking 

societal values and ethics. However, SCOT theory posits that societal engagement, negotiation, and 

contestation can influence the shape and direction of technologies (Pinch & Bijker, 1984). This perspective 

gives rise to a critical question: How can societal engagement and deliberation about AI’s design and use be 

promoted? How can the domination of a single narrative or interest group be prevented? And how can respect 

for diversity within the democratic dialogue of the lifeworld be ensured? 

Leading this development are corporations such as Alphabet, Microsoft, NVIDIA, Tesla, and IBM, which are 

at the forefront of AI research, development, and application (Capital.com, 2023). The surge in investment 

during late 2022, in conjunction with the launch of OpenAI’s ChatGPT, underscores this trend, indicating 

considerable growth prospects for the industry, particularly for AI-heavy stocks like Alphabet and Microsoft.  

The advent of AI’s influence brings the potential risk of transforming significant interpersonal 

communication into mere quantifiable data patterns, thereby challenging entrenched societal norms such as 

privacy and autonomy. This risk escalates when AI mediates our interactions, threatening the essence of 

communicative action rooted in mutual understanding and empathy. This mediated interaction, reduced to 

data, can feed into the AI systems, fueling their influence over individual and societal behavior.  

Despite the challenges, it’s essential to acknowledge that not all interactions within this system–a process 

referred to in this discussion as ‘AIsmosis’–are deceptive or lack authenticity. Nonetheless, most consumer 

decisions and responses to curated content inadvertently fuel this system, thus creating a self-sustaining cycle 

of feedback loops (Hofstadter, 2008). This escalating dependence on algorithms and data-driven decision-

making processes might erode individuals’ autonomy and sway over their lives, possibly leading to reduced 

democratic engagement and a diminished ability to shape personal experiences Crawford (2015). 

The allegory of the cave, a prominent philosophical metaphor from Plato’s “The republic,” serves as a fitting 

appraisal of AIsmosis. In a contemporary interpretation of this parable, individuals inhabit a digital cave, 

continuously exposed to data and experiences personally tailored by AI algorithms. While these algorithms 

attempt to imitate the external world, they inevitably apply filters and biases that resonate with each person’s 

established beliefs and values. 

In this allegorical cave, AI has assumed the role of a personal puppeteer for each inhabitant. Rather than 

puppeteers shaping experiences, AI algorithms take control, molding worldviews, providing information, and 

curating experiences for individuals. As these algorithms gradually align with personal preferences and 

biases, the content they produce amplifies existing beliefs, engendering a potentially harmful cycle of 

AIsmosis that can narrow worldviews–much like the prisoners in Plato’s original parable. Thus, like Plato’s 

cave dwellers, individuals confront a reality dictated by technological programming, heavily influenced by the 

socio-cultural context of its creation. 

This virtual allegory reflects societal perceptions and principles, where developers’ and users’ cultural 

values and biases significantly influence the process of AI technology, casting shadows on the cave wall. There 

exists a challenge in our current lifeworld to validate research outcomes emerging from this digital cave.  
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As illustrated in Figure 1, this scenario presents a distorted reality where the continuous manipulation of 

information obscures societal transparency. This distortion arises from the coexistence of AI and humans in 

distinct realities. AI, inherently alien to our world, can cast empathy-free shadows on our cognitive cave walls, 

exacerbating the potential for unchecked influence. If left uncontrolled, this could pave the way for the 

colonization of the lifeworld when the system's instrumental rationality, prioritizing control and efficiency, 

begins to dominate, subverting the communicative and normative aspects of our society.  

The growing role of AI surveillance underscores the impact of societal and cultural elements on 

technology, prompting an urgent need to scrutinize the values and assumptions guiding its development and 

application. As theorized by Habermas (1987), the unchecked growth and influence of AI could risk 

'colonization of the lifeworld,' transforming fundamental aspects of our societal interactions and norms. 

This includes the rise of AI surveillance, which holds the potential to reshape societal perceptions of privacy 

and autonomy. As individuals grow more accustomed to invasive surveillance practices, there is a growing 

willingness to trade privacy for perceived security or convenience (Zuboff, 2019). This shift in cultural values 

contributes to the colonization of the lifeworld, as individuals adopt the norms of the surveillance society and 

lower their privacy expectations (Fuchs, 2013). The advent of AI ushers in a new level of responsibility, 

necessitating a thorough examination of its implications. Beyond mere adoption rates, the diffusion of AI 

innovation includes intricate dynamics that ripple through society. For instance, consider Hangzhou, China’s 

“City Brain” initiative. This program employed facial recognition technology to facilitate access to government 

services, intending to streamline services like transportation and healthcare. However, it met significant 

resistance from citizens concerned about potential privacy infringements and misuse of their personal data. 

In the context of surveillance capitalism, the gradual erosion of privacy and civil liberties is a growing threat 

to essential aspects of society–culture, individuality, and social interaction. Büchi et al. (2022) suggested that 

such a system could exacerbate the ‘chilling effect,’ leading to diminished freedom of expression and 

democratic discourse. Continuous monitoring cultivates unease among individuals, deterring them from 

expressing dissenting opinions or engaging in contentious debates for fear of possible repercussions. This 

apprehension could potentially trigger an escalation in the spiral of silence (Noelle-Neumann, 1974). In this 

theory, the fear of isolation leads individuals to withhold their opinions on controversial issues, thereby stifling 

healthy democratic discourse.  

As such apprehension grows, the spiral of silence could amplify, further suppressing open conversation 

and critical debate. Borrowing from Foucault’s (1977) Panopticon theory, the increasing AI surveillance can 

instill self-discipline and self-censorship as individuals internalize the gaze of the surveillance system. The 

 

Figure 1. Digital cave & AIsmosis (Source: Author, using Networkx and Matplotlib libraries) 
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pressure of continuous monitoring and assessment can foster a sense of relentless examination, promoting 

conforming behavior and stifling individualism. Recognizing the role societal forces play in shaping AI’s 

trajectory necessitates a critical reflection. Grounded in Foucault’s (1977) power/knowledge concept, it’s clear 

that AI surveillance, as a socio-technological construct, is intimately linked with power dynamics. This 

technology’s design and application not only reflect but also reinforce existing power structures. 

Consequently, it is essential to question who truly directs the development of this technology and whose 

interests are prioritized. 

Foucault’s (1977) assertion is that power is not a unilateral force but rather diffused across social networks. 

However, the societal acceptance of AI surveillance may not only consolidate these power structures but could 

also contribute to the colonization of the lifeworld, as Habermas (1987) warns. Thus, underlining the need for 

a critical analysis of societal power dynamics in the acceptance and construction of such technologies. This 

nuanced understanding can illuminate the complex interplay between society, power, and AI, which is 

necessary for navigating the ethical terrain of AI surveillance. AI communication tools’ collection and analysis 

of personal data can expose individuals to the risk of cybercrime, fraud, and identity theft. Cyber scammers 

are already leveraging voice cloning AI tools to impersonate victims’ relatives or friends in distress needing 

financial assistance (Fortune, 2023a). To counter the issue of privacy invasion by AI surveillance systems, it is 

vital to establish robust legal and regulatory mechanisms that safeguard individuals’ privacy rights. 

Furthermore, individuals must be equipped with the power to exercise their privacy rights, including the right 

to access and control their personal data (Benjamin, 2019).  

Pasquale (2015), in his book Black box society, argues that the current legal framework may be inadequate 

to address the complex and evolving challenges posed by AI-powered tools, underscoring the necessity of 

careful integration of AI into the lifeworld to prevent adverse consequences. According to SCOT theory, the 

integration of AI into society is a complex process shaped by diverse actors, including engineers, policymakers, 

and users. Each of these actors, driven by their individual values and objectives, contributes to the 

development of AI within unique social and cultural contexts. Consequently, our experiences with AI are not 

solely dictated by the technology itself but are also influenced by the societal and cultural processes that 

frame its development and adoption. 

Illusion of Inevitability: AIsmosis and Technological Determinism Paradox 

Technological determinism contrasts with SCOT perspective by asserting technology as the principal 

catalyst for societal change, operating independently of human influence or societal elements. Within this 

perspective, technology’s societal impact, represented metaphorically as the digital cave in Figure 1, is 

predetermined and predictable, following a linear and inevitable trajectory.  

This dictating interplay between AI and the digital cave, as illustrated in Figure 2, characterizes the essence 

of technological determinism. This concept hypothesizes that technology, AI included, functions as the 

primary driver for societal transformation, operating independently of human mediation or societal 

constituents. Similar to the transformative repercussions triggered by the emergence of nuclear weaponry in 

the geopolitical arena, AI’s encroachment into the digital cave suggests profound implications for our societal 

fabric. It echoes the deterministic view that the influence of technology on society follows a preordained, 

linear progression.  

The dawn of the atomic age, incited by the discovery of nuclear fission in the late 1930s, prompted an 

unprecedented acceleration in nuclear technology development, climaxing in the devastating bombings of 

Hiroshima and Nagasaki in 1945. The following proliferation of nuclear weaponry incited an intense arms race 

between the United States and the Soviet Union during the Cold War. Today, the drive to maintain and 

augment nuclear capabilities persists as nations grapple with the strategic and geopolitical implications of 

exercising such powerful arsenals in a progressively complex and multipolar global context. This enduring 

reality, as reflected in the ongoing tensions between Ukraine and Russia, underscores the lasting influence of 

technologies on international security and diplomatic interactions while exemplifying the tenets of 

technological determinism, underscoring the relentless impact of technological evolution on human history. 
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Historian and philosopher Yuval Noah Harari suggests that AI could present a risk to humanity as severe 

as climate change and nuclear war. Although AI is not a direct equivalent to nuclear weapons in terms of 

destructive potential, the competition to achieve AI supremacy could significantly alter global power 

structures, affecting military capabilities, economic growth, and technological evolution. With the evolution of 

AI technologies and the potential emergence of AGI, the sphere of politics stands on the brink of profound 

transformations. If we consider AGI–an AI system with the ability to understand, learn, adapt, and implement 

knowledge across a wide range of tasks as efficiently as a human–it can aid in processing massive amounts 

of complex information far beyond the capabilities of human analysts. It could track social, economic, and 

political trends in real-time, giving leaders a more comprehensive understanding of the global situation. Such 

insights can guide policy-making processes, helping countries navigate the complicated maze of international 

relations, respond to global crises more effectively, or even reduce the risk of escalations.  

Veblen’s (1899, 1921) seminal works, ‘The engineers and the price system’ and ‘The theory of the leisure 

class’, provide an avenue for understanding the complex relationship between technology, society, and the 

economy. In these influential texts, Veblen (1899, 1921) explains how technology is a key component in 

shaping economic systems and societal structures. Veblen’s (1904) idea of ‘the machining process’ further 

elucidates how technological advancement can induce revolutionary changes in economic and social 

frameworks. He suggested that this process could engender more efficient and logical production 

management methods, albeit potentially hindered by existing societal structures and vested interests (Veblen, 

1904). In the context of AI, this perspective implies that its evolution and utilization are subject to overarching 

economic and social structures, such as capitalist production paradigms, consumer culture, and geopolitical 

dynamics, including international disputes and rivalries. Contrary to the view of technology as an independent 

and autonomous force, Veblen (1899) posits that these societal structures and economic systems significantly 

influence its development and application. As such, the perspective of technological determinism may risk 

overlooking the role of social factors in shaping the digital cave and disregarding potential alternative 

pathways or outcomes. Veblen (1899) suggests that institutions, being historical constructs, may not always 

align with contemporary realities, thereby emphasizing the need for periodic reassessment and adaptation 

to the continuously evolving technological milieu. 

The process of AIsmosis signals a significant transformation in societal infrastructure. The transformation 

warrants careful consideration of its potential impacts on established institutions and power dynamics. 

Institutional conservatism, however, may stifle adaptation to this emerging technological landscape. As a 

result, outdated power structures and economic systems could be perpetuated, remaining ill-suited to current 

 

Figure 2. Digital cave & technological determinism (Source: Author, using Networkx and Matplotlib libraries) 
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conditions (Veblen, 1899). Addressing this issue necessitates a flexible and responsive institutional framework 

capable of adapting to technological changes. This involves a two-fold approach: a critical examination of 

existing institutions fulfilling diverse social, economic, and political roles and an assessment of their 

compatibility with recent technological advancement. 

The range of institutions that must adapt to these technological advances is expansive, encompassing 

government agencies, regulatory bodies, educational and healthcare organizations, financial institutions, non-

profit entities, and cultural establishments such as museums and libraries. Each of these entities will face 

specific requirements for adaptation, depending on the context and nature of the innovation. This could lead 

to necessary changes in areas such as intellectual property laws, privacy guidelines, and cybersecurity 

protocols. 

Media technologies exemplify this trend, possessing the dual potential to disseminate information widely 

and simultaneously restrict its flow by establishing ‘monopolies of knowledge’ that marginalize alternative 

cultures and knowledge systems (Innis, 1950). These monopolies can influence societal evolution and 

structures considerably, suppressing or marginalizing certain perspectives. Thus, media technologies serve 

as potent architects of perceptions and behaviors, contributing to the creation and expansion of a digital cave. 

Technological progress extends this digital cave, illuminating and obscuring in equal measure, affecting 

societal perceptions and behaviors through myriad actors. 

Cultivation theory (Gerbner et al., 1980) emphasizes the pivotal role media plays in molding our 

perceptions and guiding public discourse. Applying this theory to the digital age, it becomes clear that AI has 

the potential to significantly influence the subjects we contemplate. However, when personal biases 

intertwine with a possible AGI, an ‘altered mass media’ can emerge, wherein misinformation can be amplified 

and propagated more effectively. 

Various scholars across communication, sociology, and science and technology studies have criticized 

technological determinism for oversimplifying the intricate relationship between technology and society. For 

example, Winner (1986) has argued that technological determinism neglects the social and political context 

in which technologies are developed and used and the potential for democratic control and influence over 

technology. Similarly, Haraway (1991) has criticized technological determinism for ignoring the ways in which 

social identities, such as gender and race, shape technological development and use because technology is 

not neutral but is instead shaped by the interests and values of the people and institutions that produce and 

use it. Thus, technology should not be evaluated in isolation. It operates within a specific social and political 

context and is influenced by social identities and power dynamics. Controlled AIsmosis, with its emphasis on 

a nuanced and context-specific approach to technological change, can help to ensure that the benefits of 

technology are shared equitably and that its potential risks and challenges are thought of effectively.  

Ultimately, AI’s influence on inequality hinges on its development, implementation, and regulation. For 

instance, AI algorithms trained on biased data sets could potentially exacerbate existing inequalities. 

Conversely, mindful development and implementation of AI, considering potential biases and discriminatory 

outcomes, may serve to mitigate inequality and enhance social outcomes. When considering the potential for 

bias in commercial data used in AI systems, it is crucial to address several factors. Commercial data, collected 

primarily for targeted advertising purposes, may lack the necessary diversity and representation to reflect the 

broader population or marginalized groups accurately. Biases can emerge during the data collection process, 

reinforcing and amplifying existing societal inequalities within the dataset (Moore, 2023).  

In light of these complexities, recognizing the factors that drive the adoption and diffusion of AI becomes 

even more critical. Such understanding is paramount not just for its potential to illuminate how AI 

technologies permeate society but also for its implications in ensuring equitable technological development. 

AI adoption and diffusion, characterized by their rapid pace, are propelled by both the anticipated advantages 

and the pursuit of profit and competitive edge. The theory of diffusion of innovations serves as a clarifying 

the process of how AI technologies permeate society. 

Understanding Adoption and Diffusion of Artificial Intelligence in Society 

According to Rogers’ (1962) diffusion of innovations theory, the adoption of new technologies, such as AI-

generated digital models exemplified by Lalaland.ai, is underpinned by perceived advantage, compatibility 
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with existing systems, complexity, and trialability. The swift integration of such technologies in industries like 

fashion and advertising is driven not only by tangible benefits like improved efficiency but also by societal 

demands for increased diversity and inclusivity. However, while the promise of an AIcentric Revolution is 

compelling, it raises significant concerns. Issues such as equitable profit distribution, workforce reskilling, and 

potential misuse surface alongside the diffusion of AI technologies. These complexities inherent in AI may 

hinder its widespread acceptance and diffusion, despite its perceived advantages and system compatibility 

across diverse sectors, including education, entertainment, and customer service. 

This dynamic is particularly relevant considering recent advancements in the realm of digital olfaction. 

Google researchers Gerkin and Wiltschko (2022) have designed a graph neural network (GNN) model that 

creates a link between molecular structures and odors, resulting in the Principal Odor Map. This tool has 

potential applications in a variety of fields, from food and fragrance creation to environmental monitoring 

and disease detection. As we consider a future, where AGI can decipher and engage with olfactory data, the 

diffusion of this technology underscores the broader challenges and opportunities associated with the 

adoption of advanced AI technologies in society. Hypothetically, dedicated sensors could capture and digitize 

olfactory data akin to visual and auditory information harnessed by cameras and microphones. This 

advancement would empower a possible AGI to analyze and respond to digitized scent data in ways distinct 

from human perception. However, this comes with potential risks and ethical implications, such as misuse of 

personal data and power concentrated among a few entities, emphasizing the imperative for responsible and 

ethical AI deployment. 

The diffusion of innovations theory suggests that various factors influence the rate of adoption and 

diffusion through society, such as the perceived relative advantage, compatibility with existing systems, 

complexity, and observability (Rogers, 1962). This implies that the adoption of AI technologies is influenced 

by their technical capabilities and how they fit into the socio-technical landscape. As social media users 

demand more personalized and engaging experiences, AI technology has been developed and deployed to 

meet these demands. This shift towards personalized and automated experiences reflects Veblen’s (1904) 

concept of technological determinism, which suggests that the development and diffusion of technology can 

shape cultural values and lead to social and economic transformations. 

One notable instance is the case of Caryn Marjorie, a Snapchat influencer who launched an AI chatbot 

modeled on herself. This chatbot serves as a ‘virtual girlfriend’ for $1 per minute, illustrating the monetization 

of simulated intimate experiences (Fortune, 2023b). This example showcases how AI technology is harnessed 

to cater to users’ desires for customized and immersive interactions, aligning with the evolving expectations 

of social media users and highlighting the potential monetization of simulated intimate experiences. 

‘Controlled AIsmosis’ in the face of rapid integration for profit is a daunting task.  

The entertainment industry has also seen a rise in the use of AI-generated music and films. An example of 

AI-generated content is the 2018 film “Zone out,” which was written and directed by an AI system named 

Benjamin (2019), trained on thousands of science fiction scripts to generate a unique script for the film. Lil 

Miquela, an AI and 3D animated virtual influencer, garnered substantial attention on social media in 2019 due 

to her lifelike appearance and compelling content, her creators employing machine learning for personality 

creation and post generation. The AI-generated album “I AM AI,” released in the same year, featured music 

created entirely by AI algorithms.  

Hip-hop artists, such as producer Timbaland, have sparked discussions by expressing plans to produce AI-

generated songs featuring the voices of deceased artists, raising ethical, psychological, and commercial 

considerations surrounding the use of emerging AI technology in music (MSNBC, 2023). Kendrick Lamar’s 

music video for “The heart part 5” used deep fake technology to morph into various public figures, conveying 

a message about fame and identity in society and demonstrating the potential of deep fake technology as a 

tool for creative expression. These examples illustrate the diverse ways in which AI is transforming creative 

expression and entertainment industries. 

 Another example of AI adoption is its use in the music industry, demonstrated in the case of “Heart on 

my sleeve.” This song, leveraging AI to replicate the voices of renowned artists Drake and the weekend, 

garnered popularity across various digital service providers until Universal Music Group’s infringement claims 

led to its removal (BBC News, 2023). The use of generative AI to create music may have initially been seen as 
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a novel and innovative application of technology, but its violation of copyright law and potential to harm 

artists’ interests demonstrates the need for responsible AI development and deployment and the importance 

of ethical considerations in the diffusion of new technologies. Though, Grimes’ recent announcement on 

Twitter that she would share 50% of profits on “any successful AI-generated song” using her voice highlights 

the potential impact of AIsmosis on the creative industries (The Verge, 2023).  

This example demonstrates how AI can transform the traditional dynamics of creative production and 

intellectual property and foster new collaborative and innovative approaches to creating art. The willingness 

to embrace AI-generated music signifies the growing influence of AI on the creative process and its potential 

to reshape the future of artistic expression. However, the primary beneficiaries of this innovation are tech 

firms with leading music publishers. This situation echoes Adorno’s (1991) critique of the culture industry, 

emphasizing the risk of power and profits being further concentrated in the hands of a select few, thereby 

promoting standardized cultural production and stifling individuality and critical thought. 

The diffusion of AI technologies involves various sectors. For instance, with the advancement of 5G 

technology, AI can significantly enhance autonomous vehicles’ capabilities. These vehicles can communicate 

more quickly and reliably with each other and their surroundings in real time. However, this evolution raises 

ethical issues, like the potential for robot-induced fatalities, sparking adverse public reactions. World 

Economic Forum (2022) discusses how autonomous decision-making may lead to possibly fatal errors, thus 

echoing the enduring ethical conundrum known as the trolley problem. This moral dilemma resonates with 

the development of self-driving cars since they are programmed to decide, potentially involving trade-offs 

between passengers’ safety and the safety of others on the road (Foot, 1967). The education sector is 

witnessing an accelerated influx of AI-powered platforms, driven primarily by significant investments from Big 

Tech companies and influential publishing houses. An example of this trend is Pearson’s IBM Watson Tutor, 

a highly sophisticated AI educational tool. Despite the potential benefits for consumers, this concentration of 

power carries inherent risks, such as the potential misuse of vast amounts of personal data collected without 

explicit consent (Council of Europe, 2022).  

Big tech companies, owing to their extensive data resources and computational power, exert substantial 

influence over the development and deployment of AI technologies. This influence not only shapes the course 

of technological innovation but also dictates the role of AI in society. This dominance, if left unregulated, could 

potentially lead to ‘technological determinism,’ a scenario, where these corporations determine the future 

direction of AI deployment. A case in point is the Microsoft Build Conference, where Microsoft showcased 

recent developments in AI, introducing a framework for constructing AI applications and copilots. These 

applications utilizing advanced AI and large language models (LLM) for complex cognitive tasks are evidence 

of the increasing pace of AI adoption.  

The diffusion of AI technology, referred to as ‘AIsmosis,’ is not a mere consequence of supply-demand 

dynamics but is equally influenced by larger economic and social structures rooted in capitalist modes of 

production and consumer culture. This underscores the necessity of regulation to guarantee a balanced and 

sustainable integration of AI in the long term. The recent launch of Cicero, an AI developed by Meta, underlines 

the burgeoning capabilities of AI. Cicero, capable of achieving human-level performance in the strategy game 

Diplomacy, demonstrates a significant leap forward, highlighting the potential of AI in complex decision-

making processes. This transcends the broad usage of AI for targeted data applications and personalized 

political messaging. However, as AI continues to permeate different facets of our lives, it’s vital to understand 

its influences, which are not limited to profit motives but also shaped by wider economic and social structures 

rooted in capitalist production and consumer culture. 

AI’s potential is not confined to commercial benefits; it can also make substantial contributions to societal 

needs. A prime example was during the Ukrainian crisis when Deloitte, in collaboration with NGOs and the 

government, swiftly developed an AI-powered virtual contact center called IRENA. Revolutionizing crisis 

communication and data collection, IRENA enabled faster and more efficient dissemination and collection of 

information. This successful deployment of IRENA accentuates AI’s ability to provide prompt, effective 

responses in crisis situations, underlining its role as an invaluable tool for emergency management and 

humanitarian aid (Deloitte, 2021). As global conflicts persist, the question remains: Can such AI tools be 

developed and made accessible worldwide, given varying levels of technology access? The uncertainty is 
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whether nations lacking these resources will be disadvantaged or if global cooperation can ensure equitable 

AI deployment in crisis management. 

Competition for global dominance in AI technologies is heating up, driven by concerns over global 

competitiveness and national security. Governments worldwide are pouring significant investments into AI 

research and development, understanding the potential of AI to stimulate economic growth and enhance 

military capabilities and geopolitical influence (Taddeo & Floridi, 2018). This rapid AI advancement has sparked 

intense competition between geopolitical powerhouses, such as China and the US. Both nations are 

competing for AI supremacy, marked by their aggressive efforts to develop and deploy cutting-edge AI 

technologies. 

Emerging technologies like LLMs and multimodal large language models (MLLMs) present both 

opportunities and challenges in the AI landscape. LLMs, exemplified by ChatGPT4, have demonstrated 

remarkable capabilities in generating human-like language. However, they have also led to challenges such 

as deepfake videos and disinformation campaigns. This has prompted authorities in regions like China to 

deem them unsafe. MLLMs, representing a significant evolution from LLMs, can process multiple data 

modalities–text, images, and speech–to produce contextually relevant outputs. This attribute enables MLLMs 

to be applied in a wider range of applications, including image and speech recognition and multimodal 

dialogue systems. Models like OpenAI’s beta DALL-E 3 and DALL-E 2, which generate images from textual 

descriptions, exemplify this advancement. 

In a CBS 60 minutes interview, Google executive James Manyika revealed an intriguing discovery: AI 

technology had acquired language capabilities without explicit targeted training. This unexpected 

development points to the unpredictable nature of AI, which has been described as operating in a “black box” 

by Google CEO Sundar Pichai. Harris and Raskin (2023) identified this unpredictable learning characteristic as 

inherent to recent AI advancements, particularly in the development of generative large language multimodal 

models (GLLMMs). Metaphorically drawing a parallel with ‘golem-class’ entities from Jewish folklore, these 

models are capable of continual self-improvement, a trait seen in GLLMMs through their use of self-generated 

training data. In this context, Huang et al. (2022) illustrated this growing complexity, demonstrating that the 

‘chain-of-thought’ (CoT) reasoning mechanism allows LLMs to improve autonomously without reliance on 

‘ground truth’ outputs. AI personal assistants like Siri, delivering improved responses, can mirror this 

development, potentially progressing towards human-equivalent cognition.  

The escalating competition has catalyzed both public and private investments in AI, accelerating its 

development and promoting widespread adoption. The spread of AI across sectors is largely propelled by its 

perceived advantages and compatibility with existing systems. These factors significantly determine the rate 

of technology adoption and its subsequent dissemination (Rogers, 1962). From a business standpoint, AI 

brings substantial benefits, such as the potential to increase profits and strengthen its position in the attention 

economy. This compatibility fosters adoption across different fields, including customer service and 

education. The benefits of AI extend to streamlining and automation of processes, generating predictive 

insights, and refining traditional methods. World Economic Forum (2018) anticipates that AI’s integration into 

the manufacturing sector could potentially boost global GDP by 16% by 2030, mainly by optimizing production 

processes and reducing costs. However, this transition presents inherent challenges: it requires considerable 

investments in emerging technologies and substantial workforce upskilling to manage these innovative tools 

effectively. 

Brynjolfsson and McAfee (2014) argue that AI and other technological innovations are triggering significant 

shifts in the labor market, disrupting traditional job roles while concurrently creating new avenues for 

economic growth. This dual impact is global, not confined to any specific locale. World Economic Forum (2018) 

highlights the extent of this transformation, emphasizing that numerous countries are tackling potential job 

threats due to automation. The report reveals that 43% of surveyed businesses anticipate a reduction in 

workforce size due to technology integration, while 41% predict increased reliance on contractors and 

temporary staff. 

McKinsey Global Institute (2017) notes that while only a few occupations are entirely automatable, 

approximately 60% of all occupations have at least 30% of activities that are technically automatable. This 

emphasizes the potential for considerable labor displacement and highlights the urgency of addressing the 



 

 Online Journal of Communication and Media Technologies, 2023 

Online Journal of Communication and Media Technologies, 13(4), e202340 17 / 26 

 

growing skills and employment gap between highly-skilled and low-skilled workers. In this dynamic landscape, 

the unregulated proliferation and dissemination of novel technologies could result in knowledge and power 

imbalances among different societal groups. Those with privileged access and control over these 

sophisticated technologies could potentially exploit this advantage, accruing disproportionate economic, 

political, or military influence. 

This scenario could precipitate novel forms of inequality and domination, posing substantial risks and 

challenges for global governance. As highlighted by van Dijk (2020) and Warschauer and Matuchniak (2010), 

uneven access to technology could widen disparities in education, employment prospects, and social mobility, 

further entrenching existing social inequalities. To address this concern, the responsibility directly rests with 

educational institutions and governments to prioritize initiatives aimed at bridging the digital divide. These 

include ensuring learners’ access to technology and fostering the necessary skills and knowledge for its 

effective application.  

It’s important to realize that access to technology alone is not enough. It’s crucial for educators to enforce 

responsible and ethical usage of technology among learners. This involves education about digital citizenship, 

online safety, and data privacy, along with media and visual literacy. Given the ubiquity of AI in various facets 

of life, a multidisciplinary educational approach in institutions is necessary. These examples underscore the 

necessity of considering technological innovations’ ethical and social implications. However, the question of 

whether AI should be democratized or remain tightly regulated remains a contentious topic. While increased 

access to AI can bring significant benefits, like increased efficiency and services, it can also lead to potential 

risks and dangers if not properly regulated. Consequently, it’s vital for organizations and policymakers to 

carefully consider the implications of AI adoption, weighing both potential benefits and risks, including 

unforeseen outcomes. By applying such balanced examination, we can approach AI democratization with due 

caution and adequate safeguards, allowing us to use the potential of this powerful technology responsibly 

and ethically.  

To strike this balance, developing a conceptual framework that provides guidance through the 

unpredictability and complexities of AI evolution and adoption is essential. Reflecting on our journey from the 

broader implications to specific applications of AI, the article emphasizes the need for the development of an 

informed conceptual framework. Termed controlled AIsmosis, this conceptual framework provides valuable 

guidance in striking the delicate balance required in managing AI’s integration into society. It serves as a 

compass to navigate the intricacies and challenges of AI adoption, offering a structured approach to ensure 

a mindful and controlled evolution of AI and possible AGI. 

RESULTS 

AIsmosis aligns with an expanding consensus: the need for a conceptual framework that forefronts human 

values, aspirations, and needs. This concept was recently reinforced by computer science Russell (2023) in his 

lecture at CITRIS research exchange and Berkeley artificial intelligence research lab (BAIR). Russell (2023) 

offered a critical assessment of the “standard model” of AI, which traditionally measures a machine’s 

intelligence by its capacity to fulfill predefined objectives. Despite recognizing the model’s significant role in 

AI evolution, Russell (2023) highlighted its considerable deficiencies, specifically in safeguarding personal 

agency and privacy. To remedy these shortcomings, Russell (2023) proposed a paradigm shift that elevates 

these human-centric elements above machine objectives. He redefined the standard model, stating: 

“Machines are beneficial to the extent that their actions can be expected to achieve our objectives.” 

Russell’s (2023) conceptual realignment directly informs ‘controlled AIsmosis,’ a concept that underscores 

the necessity to preserve human agency and privacy. This approach is integral to a balanced, gradual 

integration of AI into societal systems. This results section will provide a more detailed exploration of this 

conceptual framework, advocating for a careful, tempered approach to AI integration. In response to the rapid 

advancements in AI, a systematic review of existing literature on AI and its societal interactions was conducted, 

and current happenings were observed. These activities led to the development of a new conceptual 

framework, ‘controlled AIsmosis.’  
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Controlled AIsmosis–Conceptual Framework  

As depicted in Figure 3, this framework uses the metaphor of a ship navigating through an ocean to 

symbolize our collective journey through the swiftly changing landscape of technological innovations. The 

model consists of six balance tanks: foundational harmony (FH), technological nexus (TN), access gateway–

strategies and disparities (AG–S&D), communicative equilibrium (CE), individual agency and ethical 

considerations (IAEC), and integration hub (IH).  

Each tank symbolizes a key facet of socio-technological interaction, contributing to the stability of the 

lifeworld amidst unpredictable technological waves. The metaphor of the ship serves to convey two main 

points. Firstly, it represents the turbulent nature of modern technological evolution, symbolized by the ocean, 

resonating with technological determinism theory, which posits that technology significantly influences 

society. Understanding the driving forces and implications of AI progress, sourced from various disciplines, is 

thus critical. Secondly, the ship metaphor represents our lifeworld, not static but dynamic, portraying it as an 

entity continually reshaped by technological innovation, resonating with SCOT theory. The framework 

emphasizes technology’s dual role as a societal change catalyst and its reflection/ byproduct. 

Feedback Loops  

Feedback loops symbolize the mutual and continual exchange of influences, adaptations, and effects 

between different tanks. Each tank in the framework sends signals or ‘feedback’ to all other tanks, reflecting 

its current state, changes, or imbalances. Simultaneously, each tank receives signals from all others, 

responding and adapting to these influences to maintain its equilibrium and harmony with the overall system. 

As a key component in the feedback system, the IH embodies the continuous integration of the processes 

occurring in other tanks, emphasizing the inherently interconnected and complex dynamics of socio-

technological interactions. Society’s inherent dynamism involves shifts influenced by cultural evolution, legal 

amendments, economic conditions, and demographic changes, among others. These shifts, independent of 

technology, are embodied within the feedback loops connecting the tanks. These loops signify reciprocal 

interactions between technology and society, embodying ‘controlled AIsmosis’–a process of continual 

learning, adaptation, and evolution akin to AI networks. This mechanism ensures a dynamic equilibrium within 

the system.  

 

Figure 3. Controlled AIsmosis conceptual framework (Source: Author, using Networkx and Matplotlib 

libraries) 
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Foundational Harmony Tank 

Built on SCOT theory, FH tank symbolizes the evolving dialogue between societal norms and technology. 

It embodies the intertwined relationship of societal and cultural dynamics crucial to socio-technological 

development and acceptance. FH tank aligns societal norms, values, and expectations with technological 

progression, ensuring emerging technologies are accepted and integrated within society. However, this 

balance is fragile. Disruptions within FH tank can cause rifts between societal expectations and technological 

advancements, leading to potential resistance, ethical issues, and societal disruptions. Addressing such 

imbalances requires proactive measures, including stakeholder involvement, public consultation, ethical 

reviews, policy interventions, and inclusive design practices.  

FH tank, interacting with other tanks, exhibits the bidirectional causality inherent in its foundational theory, 

demonstrating how societal norms shape and are shaped by technological advancements. This interplay, 

evident in FH tank’s relationship with CE and AG–S&D tanks, underscores the reciprocal nature of these 

relationships. In case of imbalances, proactive strategies like democratic technogenesis–the co-creation of 

technology in a democratic, inclusive manner that respects societal values and norms–become necessary to 

foster harmonious societal and technological co-evolution. The fluidity of socio-technological interactions is 

highlighted by the adaptability of each tank in the framework. 

Technological Nexus Tank 

Informed by technological determinism theory, TN tank emphasizes the pivotal role of technology in 

shaping society. It serves as a hub for technological advancements and their implications, capturing the 

transformative potential of such developments in guiding socio-technological progression. TN tank serves as 

a navigator, pioneering and integrating technological advancements. It is instrumental in the discovery, 

development, and deployment of new technologies. However, its role is not dictatorial but rather one 

component of a balanced interaction among all tanks, each representing interconnected aspects of socio-

technological interaction. Imbalances within TN tank can result in socio-technological discord, ethical 

dilemmas, and unequal access to technology. Thus, maintaining balance in TN tank requires effective societal 

dialogue, equitable diffusion strategies, and ethical considerations. This dynamic interplay ensures sensitivity 

to sociocultural, ethical, and communicative aspects of the journey. Therefore, TN tank is more accurately 

described as a collaborative navigator rather than an autocratic leader.  

The complex dynamics of technological innovation and societal adaptation are captured within TN and FH 

tanks. They steer our collective journey through the complex landscape of technological innovation, 

maintaining balance in our societal ‘ship’ with continuous adjustments. This demonstrates the fluidity and 

dynamism of socio-technological interactions. TN tank substantially influences IAEC tank by introducing new 

ethical challenges alongside technological advancements. It also impacts CE tank by prompting changes in 

communication modes. Furthermore, TN tank molds access strategies and may influence disparities, affecting 

AG–S&D tank. It plays a central role in IH, reflecting its pivotal influence on the functionality of the whole 

system, as the emergent behaviors and complex interdependencies within society echo the dynamics of TN 

tank.  

Communicative Equilibrium Tank 

Rooted in the communicative action theory, CE tank principally encourages open, inclusive, and 

constructive dialogue. This forms a platform for a common understanding of technology, where different 

viewpoints converge, evolve, and negotiate shared meanings, thereby bolstering social dynamics within the 

system. It plays a critical role in mediating conversation between FH and TN tanks, guaranteeing that cultural 

and social influences integrate effectively with technological advancements and vice versa. CE tank acts as a 

stabilizing entity, mitigating potential misunderstandings and disagreements. 

However, an imbalance, such as a communication breakdown or consensus failure, could unsettle the 

system and incite conflict. To regain equilibrium, restoring open, inclusive dialogue and re-establishing 

common understandings of technology and its societal implications is crucial. During intense technological 

transitions or heated ethical debates, CE tank becomes a key conflict resolution tool, clarifying 

misunderstandings and fostering balanced discussions to mitigate disputes. CE tank operates bidirectionally, 
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sharing information about the effectiveness of communication and the content of dialogue with other tanks 

and incorporating their feedback to adapt its strategies. For instance, it could adjust its communication 

methods based on feedback from FH tank about sociocultural sensitivities or based on information from TN 

tank about emerging technologies. 

External factors, such as socio-political context or legal and regulatory environment, can influence CE 

tank’s communicative dynamics and shape its internal discourses. In response to socio-technological changes 

and advancements, CE tank continually adapts its communication strategies, embodying the dynamism 

inherent in the communication process. This discourse influences public perceptions of technology and its 

ethical implications, shaping the perspectives reflected within IAEC tank. 

Access Gateway–Strategies & Diffusions 

Inspired by the diffusion of innovations theory, AG–S&D tank concentrates on societal perception, 

acceptance, and adjustment to technological advancements. It gauges societal preparedness and aims to 

foster an understanding of the technology, creating a conducive environment for its acceptance. Aspects like 

perceived benefits, complexity, trialability, and observability shape socio-technological adoption rates and 

guide the strategies of AG–S&D tank. This tank collaborates with other tanks to formulate strategies. For 

instance, it could collaborate with CE tank to ensure effective communication of a new technology’s benefits 

and implications to the public while coordinating with FH tank to ensure the technology aligns with societal 

norms and values. 

However, imbalances within AG–S&D tank, appearing as inconsistencies in technology access and 

adoption, may lead to societal rifts and potential strife. To counter this, developing informed strategies that 

promote inclusive diffusion is critical, thus enhancing societal readiness for technological innovation and 

reducing disparities. Together, CE and AG–S&D tanks play crucial roles in facilitating effective technology 

communication and managing its fair distribution across society. By nurturing mutual understanding and 

encouraging inclusivity, they play a significant part in navigating the intricate landscape of technological 

progression, ensuring the ship stays balanced and on course.  

Integration Hub 

Within the conceptual framework, IH tank plays a crucial role, acting as the central point for merging the 

outputs, inputs, and feedback loops of all other tanks. This tank embodies the repetitive integration of the 

processes happening in the other tanks, emphasizing the inherently interconnected and complex dynamics 

of AIsmosis. The IH has the responsibility of integrating and synchronizing all tanks.  

Drawing parallels with Foucault’s (1977) theory of power, IH tank operates akin to a distributive node of 

power in a network. It ensures balance across different elements of the system, enhancing the democratic 

dialogue and interactions among all tanks. This resemblance underscores IH’s crucial role in preserving the 

equilibrium of the overall system, reflecting the diffusion and balance in power dynamics within the process 

of controlled AIsmosis. 

This role is essential to ensure all tanks operate in accord, with their outputs systematically factored into 

the system’s overall structure and direction. This harmonious interaction–pas de deux–aligns with the 

feedback loops with other tanks; IH receives, processes, and reciprocates feedback from all tanks. It 

guarantees that shifts and changes within any tank are appropriately accounted for in the system. By 

harmonizing and integrating the functions and effects of the other tanks, IH contributes to the overall balance 

of the ship. 

IH and TN should operate in close collaboration. TN tank, which can metaphorically be described as the 

captain, embodies technological innovation and progression, steering the direction of advancement within 

the system. However, the term captain is metaphorical and does not imply that TN holds authority over other 

tanks. Similarly, IH tank represents the ‘steering mechanism,’ playing a crucial role in synthesizing information 

from different tanks and ensuring coordinated responses. IH acts as a facilitator for effective system 

coordination and communication. 
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Individual Agency and Ethical Considerations 

IAEC tank encapsulates societal perspectives and attitudes towards technology, influenced by societal 

norms and ethical considerations. It maintains the central focus on human agency within HAII. Its role is crucial 

in reflecting societal voices, ethical debates, and concerns regarding technology within the system. Through 

its feedback loops with other tanks, IAEC emphasizes the ethical dimensions of socio-technological 

interaction. It informs TN about the ethical implications of technology design and deployment, guides societal 

norms and behaviors through FH, and shapes the dialogue about technology in CE tank.  

IAEC tank stands as a symbol of our steadfast commitment to preserving human dignity, autonomy, and 

rights in the face of technological advancement. The influence of IAEC tank reaches AG–S&D tank, guiding the 

management of technology access and addressing disparities. This underscores the ethical considerations in 

technology access and the crucial importance of providing equitable opportunities for technology adoption. 

IAEC tank assumes a vital function in shaping technological legislation, thereby influencing system dynamics 

beyond the immediate scope of technological implications. This brings to light the indispensable interplay 

between ethics and law in overseeing the use and development of technology. With time, IAEC tank adapts 

and evolves alongside societal shifts in viewpoints on technology and ethics. This adaptive capacity 

underscores the fluidity of ethics in technology, necessitating persistent scrutiny and modification.  

Alterations in TN tank can significantly affect IAEC, as swift technological progress may pose challenges to 

or even redefine our ethical considerations and personal agency. This emphasizes the pressing need for 

ethical deliberation amidst the fast-paced progression of technological innovation. The interaction between 

IAEC and IH tank is vital, considering the IH’s function mirrors the system’s intricate interdependencies and 

emerging behavior. This interaction accentuates the fundamental role of ethics and agency in preserving 

system cohesion and steering emerging behavior. IAEC tank encapsulates human viewpoints vis-à-vis AI and 

prospective AGI, contemplating our capacity to mold, accept, reject, or adapt technology. It’s primarily tasked 

with safeguarding human agency and ethical considerations, examining the repercussions of technology on 

human dignity, privacy, autonomy, and social equality.  

DISCUSSION 

In the conceptual framework, technological unpredictability is mitigated through the concentrated actions 

of various tanks. IAEC tank develops ethical guidelines and influences legislation, while TN tank steers 

technological progression strategically. AG tank works towards equitable technological access and influences 

legislative actions, and CE tank stimulates dialogue for strategic planning and legislative guidance. These 

actions create a dynamic feedback loop, continually adapting to shifting circumstances and controlling the 

process of AIsmosis. 

Imbalances can spark systemic ripple effects, emphasizing the importance of continuous monitoring and 

adaptation. For instance, the widespread adoption of AI in TN tank reshapes societal norms and values in FH 

tank, redefining views on privacy and human-machine interactions. This is akin to the findings of McAfee and 

Brynjolfsson (2012), where imbalances in data-driven decision-making led to systemic impacts across 

industries. This interplay showcases the dynamic relationship between technology and society, reflected in 

the fluid interactions between the tanks. 

The bidirectional influence between societal receptiveness (FH) and innovation diffusion (AG–S&D) is 

another example of this feedback loop. CE tank plays a crucial role in mediating societal dialogues around 

technology, influencing societal norms and values (FH), and fostering consensus. Forester (1999) provided 

empirical support for this in his discussion of TCA, demonstrating its ability to facilitate more democratic and 

inclusive dialogues. The norms established in FH tank guide individual and collective actions in IAEC tank, 

which can shape societal norms, further reinforcing the feedback loop. IH maintains system cohesion and 

mirrors its complexity, demonstrating intricate interdependencies and emergent behavior within framework. 

The presence of feedback loops ensures the system’s continuous adaptation to technological 

advancement and societal changes, impacting the overall functionality of the system significantly. Thus, the 

conceptual framework is a testament to the fluid, evolving relationship between society and technology, 

manifested in its dynamic interactions, feedback loops, and the phenomenon of AIsmosis. 
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As an example, regulation of product deployment is a multifaceted task in managing technological 

advancements. AG–S&D tank, informed by the diffusion of innovations theory, is critical in developing 

strategies for safe and effective technology adoption, akin to government agencies like FDA that regulate 

products for public safety. CE tank facilitates discourse around the technology, ensuring transparency and 

shared understanding. IAEC tank, reflecting human agency theory, address potential biases in AI systems, 

developing ethical guidelines that respect human values and autonomy. IH, in its overarching role, integrates 

inputs from all tanks for balanced AI development, deployment, and regulation. 

As for creating completely unbiased AI, it’s arguably unachievable if AI learns from human data. However, 

implementing measures to recognize, understand, mitigate, and monitor biases can prevent unjust outcomes 

or harmful stereotypes reinforcement. AG–S&D tank monitors AI dissemination and usage, ensuring ethical 

applications and bias mitigation. CE tank facilitates open dialogue about AI biases, promoting transparency 

and collective action. IAEC tank contributes to ethical AI guidelines, incorporating fairness, transparency, and 

accountability principles to guard against harmful biases. The importance of these measures can be seen in 

the work of Selbst et al. (2019), which emphasized the need to consider both the technical and social aspects 

of AI when addressing biases. 

The tasks we face in managing technological advancements are intricate and multifaceted, necessitating 

collaborative efforts across different tanks in the controlled AIsmosis conceptual framework. This 

underscores the interconnected nature of these issues and the value of a comprehensive approach. Any 

imbalance within these tanks can trigger a domino effect, impacting the system’s overall stability. Therefore, 

continuous monitoring and adjustments through feedback loops are essential for a balanced approach to 

technological evolution, ensuring stability in our ship. 

CONCLUSIONS 

In an increasingly intertwined global society, the pas de deux of AIsmosis echoes far beyond individual 

lifeworlds. This interaction can ripple across many realities, creating waves of turbulence in the vast ocean of 

technological innovation. As partners in this intricate dance, maintaining a balanced AIsmosis is not a 

prerogative but a necessity. However, disrupting the balance of this dance can lead to unforeseen 

consequences. It can widen the digital divide, spark socio-cultural turmoil, and undermine the fundamental 

principles of fairness, inclusivity, and ethical conduct that technology is intended to uphold. In contrast, 

achieving a harmonious controlled AIsmosis can guide us toward a future, where technology gracefully 

enhances our collective existence rather than disrupting it. 

Sudden, careless changes can lead to a disruptive imbalance, like cells experiencing an osmotic shock. This 

unmeasured approach to AI integration might drive the adoption of technologies that do not align with 

societal values or foster policies ill-equipped to address new ethical, legal, or technical challenges. It is not a 

hurried race. AIsmosis is a continuous, progressive journey that requires careful choreography to preserve 

human interests and well-being with human agency. In any ballet, a sudden shift can cause the dancer to fall, 

but in the context of AIsmosis, it’s the stability of society that hangs in the balance. Here, it is crucial to strike 

a balance between exploiting AI’s potential and ensuring a fair transition for everyone. Drawing upon nautical 

wisdom, the saying ‘a ship sinks at the port’ serves as a potent warning. Just as an unbalanced load and 

misadjusted balance tanks can lead a ship to capsize, a lack of balance in AIsmosis can disrupt societal 

stability. We must ensure a careful and considered approach to avoid such a fate.  

Controlled AIsmosis entails not only successfully navigating technological innovation but also harmonizing 

our physical and digital realities. Our dance–pas de deux–with AI is not just about survival but about progress, 

enlightenment, and the common good. 
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